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A B S T R A C T

Information retrieval can benefit from contextual information to adapt
the results to a user’s current situation and personal preferences. In this
respect, semantics-based information retrieval is especially challenging
because a change in context may require modifications to the knowledge
base at hand, such as updates to or reclassifications of individuals. This
thesis introduces a novel approach for context-aware semantics-based
information retrieval that covers two aspects.

First, context-aware system design requires an identification of rel-
evant contextual information. For information retrieval, the impact of
a contextual aspect on the query results determines its relevance. Per-
forming the same query in different contexts often leads to different
result rankings. The comparison of such rankings can provide insights
into the effects of context changes on the information retrieval results.
While numerous methods exist for assessing the result relevance with
respect to a query, the question how different two result rankings are has
not been tackled yet. The first part of this thesis is therefore concerned
with the definition of a cognitively plausible dissimilarity measure for
information retrieval results (DIR). It is based solely on the results and
thus applicable independent of the retrieval method. The DIR measure
supports cognitive engineering tasks, such as work flow and user in-
terface design: Using DIR, developers can identify which contextual
aspects strongly influence the outcome of the retrieval task and should
therefore be in the user’s focus. DIR’s purpose is to reflect how human
users quantify the changes in information retrieval result rankings. Its
cognitive plausibility has been evaluated in two human participants
tests, which show a strong correlation with user judgments.

Second, the relevant contextual aspects have to be modeled in a way
that supports interaction with semantics-based knowledge bases. The
Semantic Web is based on nominal data and it is therefore inherently
difficult to integrate information from the Sensor Web, which is an
increasingly important source of contextual information. The second
part of this thesis introduces an approach based on semantic rules that
bridge these two worlds to enable context-aware information retrieval
from the Semantic Web. It demonstrates how user preferences can be
modeled in the Semantic Web Rule Language (SWRL). SWRL’s support
for rules with free variables allows for reasoning on the individuals in
an ontology – in the running scenario, the current conditions at surf
spots in California are compared against a user model and ranked
on the basis of their deviation from a user’s preferences. Moreover,
novel SWRL built-ins are introduced to dynamically read observations
from the Sensor Web during rule execution, and to perform queries by
example on individuals’ data type values. This approach allows for a
strict separation of static knowledge about individuals in an ontology
and any dynamic information through an explicit link to sensors.
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1I N T R O D U C T I O N A N D M O T I VAT I O N

The first chapter provides the background for this thesis and motivates
the idea of context-aware semantics-based information retrieval. The
hypothesis as well as the methodology for testing it are introduced. A
use case for context-aware geographic information retrieval serving as
a practical example throughout this thesis is outlined.

1.1 information retrieval as a cornerstone of the

information society

The ever-growing amount of information available poses significant
challenges when it comes to finding specific pieces of information. Be-
fore the invention of digital mass storage, index card systems were
sufficient as a search tool for the most extensive information reposi-
tories of that time – libraries. Since the dawn of the digital age, hard
disk capacities have been rising continuously, approximately doubling
every two years1. The development of the World Wide Web has caused
another vast increase in the amount of accessible information, allow-
ing users to get hold of information distributed over countless servers
located around the globe. Evidently, such an extensive amount of in- Information retrieval

formation requires search methods that go beyond index cards. The
economic success of Web search companies such as Google shows that
information retrieval is no longer just a scientific field that is merely
of interest to specialists in the area – it is shaping the way the infor-
mation society interacts with its most important good. As Boisot and
Canals put it, “information has now become the main focus of economic
transactions, and not merely a support for them” [22, p. 64].

The largest portion of information available online has been made
available for human users, mostly in the form of hypertext augmented
with images and other kinds of multimedia. This hypertext Web is
crawled and statistically analyzed by Web search engines in order to be
able to present their users rankings of the most relevant Web pages for
a specific search term. The idea of a Semantic Web was brought forward Semantic Web

by Berners-Lee [16] to allow machines to understand content on the
Web and to enable meaningful human-machine as well as machine-
machine communication. Almost ten years later, the vision that the
Semantic Web would allow users to seamlessly integrate any data (and
eventually also services) must be regarded as overly ambitious and
could not be realized yet. Nonetheless, the technologies that it builds
upon (see Figure 1) have been successfully applied in numerous cases
to integrate data across different services. This new emphasis of the

1 According to Moore’s Law [131], the number of transistors per integrated circuit doubles
roughly every two years. This law has also been shown to apply to other properties of
digital electronic devices such as memory.
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Figure 1: The Semantic Web Stack illustrates the different technologies that
enable the Semantic Web, showing how they build upon each other.
Adopted from Berners-Lee [15, slide 10].

Semantic Web on building distributed data repositories was recently
coined Linked Data [20]. It also reflects the approach taken by specialized
communities that adopt Semantic Web technologies to create structured,
unambiguous specifications of their vocabulary for data annotation.
Examples include the field of biology that has developed specifications
for proteins, diseases and genomes2, the cultural heritage community
with its CIDOC CRM3, as well as the field of geographic information
science that will be in the focus of this thesis.

The main motivation for a community to make an effort and specify
a domain ontology [65] (see Section 2.1) is the need for a formal (i.e.,
unambiguous) specification of the core terms of a domain and the
relationships between them. Once a domain ontology has been devel-
oped, it does not only facilitate communication within the domain,
but it also helps to overcome the lack of support from statistics-based
information retrieval methods for small, specialized fields with their
own vocabularies and comparatively small amounts of data online.

Standard information retrieval methods aim at “finding material [. . . ]
of an unstructured nature [. . . ] from within large collections” [122, p.1].
In contrast, representations in logic-based languages such as the Web
Ontology Language (OWL) [189] provide a structure that supports
information retrieval based on logical reasoning. They enable queries
such as “which geographic feature types are inland water bodies and
carry salt water?”. Novel approaches such as similarity-based retrieval

2 Further examples can be found in online repositories such as http://obofoundry.org or
http://bioportal.bioontology.org.

3 CIDOC is the International Committee for Museum Documentation, which has developed
a conceptual reference model (CRM) for cultural heritage documentation, see http:

//cidoc.ics.forth.gr.
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[79, 83] build on these reasoning capabilities to produce intuitive results
for queries such as “what is similar to a salt lake?”.

The usefulness of the results of such queries, however, often depends
on whether and how contextual information is taken into account –
independent of the applied information retrieval method. The answer Context awareness

to the query for things similar to salt lakes, for example, depends on
whether the context is salt production or health resorts.

The human ability to interpret such queries depending on the current
context has been mostly neglected in inference-based approaches to
information retrieval from semantically annotated information so far.
They focus on the actual retrieval method and treat the query context
as a mere add-on. The aim of this research is to stress the importance
of context for cognitive information retrieval [177] and to demonstrate
how contextual information can improve the retrieved results. The
strong spatio-temporal component in almost any kind of contextual Spatio-temporal

informationinformation makes context-aware retrieval a highly relevant topic for
geographical information science. Typical kinds of contextual infor-
mation such as available resources, nearby friends or colleagues, or
the weather are inseparably tied to the current location. Combined
with personal information about preferences and social network [47],
such information can be used to provide highly personalized services.
Information about a user’s future movements allows a context-aware
system to adapt information retrieval results to suit her travel plans4.
As such, context-aware retrieval covers a number of the core aspects
of geographical information science as defined by Goodchild [59], in-
cluding data capture, measurement, algorithms and processes, display,
uncertainty, as well as ethical issues.

The outcome of this thesis will facilitate the development of context-
aware tools for semantics-based information retrieval by providing a
measure for the impact of context changes as well as a new approach
for modeling context based on rules. Both approaches are evaluated
within the surf spot finder, a tool for the context-aware and personal-
ized recommendation of surf spots at California’s central coast. This
use case has been chosen because it is a prime example of a retrieval
task that depends heavily both on personal preferences and external
influences such as weather and wave conditions. Finding a suitable surf
spot requires both components that are characteristic of a context-aware
application, a user model and the inclusion of external information
collected from sensors. The latter is specifically challenging, as recent
research has shown how sensor networks can benefit from semantic
technologies [171, 36, 71, 178]. Hence, the surf spot finder covers mul-
tiple aspects that are frequently found in context-aware information
retrieval.

4 Services such as http://dopplr.com are social networks for travelers that enable retrieval
of accommodation opportunities, sights, etc., based on a user’s contacts’ recommenda-
tions.
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1.2 the inherent context-dependence of

information retrieval

Web search is the most common form of information retrieval today.
Searching for a term such as “digital camera”, for example, shows
that the results will be a collection of results from different – albeit
potentially overlapping – contexts. Results for such a query will likely
include links to shopping sites, product reviews by customers and
experts, discussion forums for photographers, pictures of (and taken
with) different cameras, and more. A user, however, is most often only
interested in results for one of these contexts and has to subsequently
refine her query with additional keywords, such as “digital camera
reviews”. Different approaches have been developed to automate this
disambiguation task [106, 107, 97, 77]. However, an increasing number
of information retrieval tasks cannot be solved satisfactorily with such
disambiguation strategies. Queries such as “where can I go for lunch
today?” depend on multiple factors such as personal preferences or
abilities, time of the year and weather, as well as the user’s location.

Location-dependent queries are a prime example of context-aware
information retrieval. Consider the screen shot of a search for Pizza on
Google Maps™ shown in Figure 2. The top two screen shots show a
map-based search in Münster, Germany, near central station, but with
a slightly different map extent. The corresponding top results shown
on the left have five matches in common, but in different order. The
remaining matches are different in the two rankings. For the bottom
screen shot, the spatial context has been moved to the area around
Alexanderplatz in Berlin. Evidently, the results in the top two screen
shots are very much alike, whereas the list in the bottom one is com-
pletely different from the other two5. This points to the problem that it
is often hard to identify which contextual factors influence the outcome
for a query, and to what degree.

Taking context into account is crucial when solving many information
retrieval tasks in order to produce intuitive results and ultimately
enable cognitive information retrieval [177]. While existing approchesCognitive

information retrieval to information retrieval reach high precision and recall rates, they fail
to adapt their results to user preferences and external influences. Hence,
the goal of this research is to achieve high recall and precision for a
specific user in a specific situation. Moreover, the question how context
parameters that significantly influence the outcome of a given task can
be identified has not been tackled so far. Accordingly, the objective
of this thesis is to enable information retrieval to adapt to contextual
influences as well as the users’ preferences; it is not the goal to develop
another retrieval algorithm. While the impact of location on the search
results is relatively easy to assess for the pizza example, a use case of a
surf spot finder application, which is the running scenario of this thesis,
has a complex set of input parameters such as weather, water, as well

5 Some of the changes in the result rankings appear unintuitive (such as the drop of La
Cucina from position 1 to 4 in the top two screen shots). Since Google keeps the criteria
for these rankings undisclosed, we can only speculate that customer ratings and the page
ranks [140] of the listed restaurants’ Web pages probably play a role.
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Figure 2: The spatial context for the Pizza query in the top two screen shots is
very similar, leading to almost identical results. In the bottom screen
shot, both the spatial context and the corresponding results differ
completely from the top two.

5



as social aspects. It will be shown why such applications require tools
to analyze the influence of different context parameters, and how such
tools can be implemented.

With the growing computational power of mobile phones, research
activities on context-aware computing (also referred to as pervasivePervasive computing

or ubiquitous computing) have strongly increased. They aim at the
development of software and devices that adapt automatically to the
user’s current context – her location, activities, users and devices in
the vicinity, personal preferences, etc. To enable the development of
such tools, research has come up with a number of definitions of
context [40, 11], approaches for context modeling [181, 70], management
[103, 199] and reasoning [28, 34] as well as development of context-
aware software [41, 6]. In order to improve the context awareness in
formal approaches to information retrieval, this thesis adapts ideas
from context-aware computing and shows how they can be applied in
information retrieval. Semantics-based information retrieval presents
a special case of this problem. The technologies of the Semantic Web
are all based on different flavors of formal logics. They have been built
to provide support for different reasoning approches [66]. This comes
(among other problems) at the cost of a lacking support for processing
of numerical values, such as a pair of GPS coordinates. The second
major aspect covered in this thesis will hence be the question how
to model context using existing Semantic Web technologies so that
processing of real-time information provided by sensors is enabled.

1.3 hypothesis and research questions

Existing approaches for context-aware information retrieval often suffer
from the lack of a clear definition of context. In order to clarify what
context in information retrieval means, we will refer to the following
definition throughout this thesis (see Section 2.4 for other context
definitions and Section 3.1 for a detailed motivation of this one):

Definition 1: An information retrieval query’s context is any
information whose change significantly modifies the query results.

Note that this definition is itself context-dependent, as it is up to
the specific application what a significant modification of the results is.
In some applications, any slight changes might play a role (such as
in medical applications), while for other applications, only substantial
modifications are of importance (such as in Web search, where often
only changes on the first result page are relevant). To make Defini-
tion 1 useful in practice, a measure for the impact of context changes
on a information retrieval task’s results is required. This will enable
developers to assess which contextual information plays a role for their
respective applications.

The according measurement method developed in this thesis is the
DIR measure. It is a Dissimilarity measure for Information retrieval
Result sets. DIR is based solely on the changes of position of a specific

6



match within the results (see the pizza example in Figure 2) and thus
applicable independent of the retrieval method. In DIR, these shifts are
weighted to highlight changes at the top ranks, as well as new or miss-
ing matches. If a result appears in both rankings under consideration,
the difference in rank is weighted according to the higher of the two
ranks. Results that appear in only one of the rankings are stressed with
the maximum weight. DIR is the sum of all weighted shifts, normalized
to the interval [0, 1], where 0 indicates identical input result rankings,
and 1 means completely different results that share no common entries.
In order to contribute to cognitive information retrieval, it is crucial that
the DIR measure really reflects how people perceive changes in result
sets, i.e., that it bears cognitively plausible results that correlate strongly
with human dissimilarity judgments. In this research we will compare
dissimilarity measures obtained from DIR to human dissimilarity judg-
ments of the perceived degree of change in a result set observed in
human participants tests. DIR will be called cognitively plausible if its
results correlate strongly with the results from the human participants
tests. The statistical evaluation of the tests is therefore based on the null
hypothesis (H0) that there is no correlation between human dissimilar-
ity judgments and the normalized sum of pairwise rank differences,
each weighted by the higher of the two ranks. If we can falsify H0, we
have to accept the alternative hypothesis [143, ch.4]:

Hypothesis HA: The normalized sum of pairwise rank differences,
each weighted by the higher of the two ranks, correlates strongly
with human judgments of dissimilarity between two rankings.

While a cognitively plausible measure for the impact of context
changes helps to better understand how human users perceive such
changes in information retrieval processes, it does not solve the problem
of context representation. Current approaches towards context-aware
information retrieval are limited to internal representations of context.
The underlying assumption is that any contextual information that
might play a role in the information retrieval process is already present
in the knowledge base at hand. The context for a specific query is
then defined by either limiting the query to a subset of the knowledge
base [159, 79] or by assigning weights to the parts of the knowledge
base [186, 86]. This does not only exclude other potentially important
contextual information from the information retrieval process, it also
contradicts the basic understanding of context in ubiquitous and per-
vasive computing research. In these fields, context refers to external
information that is used to better solve a given task (see also the dis-
cussion of different definitions of context in Section 2.4). To overcome
this limited understanding of context in semantics-based information
retrieval, a rule-based approach is introduced that allows for the “in-
jection” of external contextual information into existing knowledge
bases.

From these two central aspects – context representation and measure-
ment of the impact of context changes – arise the following research
questions that are dealt with in the course of this thesis:
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1. How can relevant contextual aspects be identified? In order to de-
velop useful and performant context-aware applications, the iden-
tification of relevant context aspects is crucial. Since semantics-
based information retrieval is the focus of this thesis, a measure
is required to quantify the impact of context changes on the infor-
mation retrieval task’s results. The approach of the DIR measure
introduced in this thesis circumvents the pitfall of manually se-
lecting seemingly important contextual information and gives
developers a tool to prove which of the available information
(available from sensors, for example) must be taken into account.

2. Which properties should a context impact measure have? This part of
the research includes a review of existing statistical correlation
measures and an analysis of their characteristics to check whether
existing methods can be employed to measure the impact of
context changes. The goal is to specify DIR’s behavior in terms
of focus, weighting and normalization.

3. How can the cognitive plausibility of the context impact measure be
shown? The DIR measure is supposed to reflect how users judge
changes in information retrieval result rankings under context
changes. This cognitive part of the thesis comprises designing,
carrying out and statistically evaluating two human participants
tests to show that the results obtained from DIR correlate with
human judgments (i.e., to falsify the hypothesis).

4. How can context be modeled so that it can be used to modify existing
knowledge bases? The functionality that is required to make a
context representation useful for semantics-based information
retrieval has to be analyzed. This includes a review of existing
approaches towards context modeling and an argumentation for
a rule-based approach (as opposed to a statistical approach, for
example).

5. How can the context model be linked to real-time information? In order
to make an information retrieval system context-aware, it must
have access to contextual information. Such information can come
in different flavors, such as user profiles or real-time information
obtained from sensors. In order to realize these features, the
rule-based model will be extended with sensor queries based on
standard Semantic Web and Sensor Web technologies.

Figure 3 gives an overview of these research questions and shows in
which chapters they will be dealt with.

1.4 expected results and contribution

In order to develop context-aware semantics-based information retrieval
into a useful tool, this thesis deals with two perspectives on context.

The first part of the thesis is concerned with the identification of
relevant contextual information. Up to now, the decision which con-
textual aspects to cover in an application is up to the developer, who

8



Figure 3: Overview of coverage of research questions in the chapters of the
thesis.

decides based on personal experience or impression which aspects
are relevant. Existing context definitions fail to guide the developer in Context

identificationchoosing relevant context aspects for a specific application. To solve
this problem, a dissimilarity measure for information retrieval results
is introduced. This quantitative measure reflects how strongly users
perceive changes in result sets. It thus allows for the assessment of the
relevance of contextual aspects based on their influence on the results.
This approach therefore allows for a definition of context based on rele-
vance that also supports the developer in selecting contextual aspects.
The change in results that are caused by modifications of the context Cognitive

plausibilityshould be measured in a way that reflects users’ judgments of these
changes. The measure is therefore tested with human participants to
evaluate its cognitive plausibility and to investigate whether the result
visualization influences user judgments (see Figure 4).

Second, a new qualitative approach for the representation of con-
text based on rules is developed. It allows for the inclusion of any Context

representationcontextual information into the information retrieval process and thus
overcomes the limitation of existing approaches which rely solely on
contextual information from the knowledge base at hand. Unlike the
DIR measure, which is independent of the actual information retrieval
method and knowledge representation, context rules are tied to Seman-
tic Web technologies for execution. The rule-based approach allows for
context-based temporal enrichment of knowledge bases with external
information that is not possible with existing semantics-based retrieval
methods and thus overcomes the static notion of information on the Se-
mantic Web. From a modeling perspective, this approach forces a strict
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Figure 4: While most Web search engines, such as Yahoo!, use flat result lists
(a), other tools such as the SIM-DL plugin [83] also specify the results’
relevance via values (b) or by visualizing the results as tag clouds (c),
where the font size indicates the quality of the results.

separation between the static part of an ontology, and those aspects
that depend on the current context. A generic application design for
the approach based on semantic rules is introduced and evaluated in a
mobile prototype for personalized geographic information retrieval.

These two novel approaches developed during the research for this
thesis form a framework that facilitates the development of context-
aware information retrieval systems.

1.5 application scenario

Finding suitable spots (or routes) for activities such as hiking, diving or
climbing [195] is a highly context-dependent task that does not reduce
context to the user’s location, as in some other cases [167]. In addition
to the actual location of a specific spot, weather (and possibly water)
conditions play a specific role. Especially the user’s preferences and
skills have a crucial impact on the selection of an appropriate spot for
such activities: seemingly good spots may be boring, too challenging or
even dangerous for a specific user.

In this thesis, the task of finding an appropriate surf spot will serve
as a scenario [95, 198]. While the location plays an important role in
the choice of a suitable spot (in terms of its distance from the current
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Figure 5: Context-aware semantics-based information retrieval workflow: Avail-
able context information is filtered to identify relevant information
(1). This relevant information is used to extend and modify the knowl-
edge base (2), which is then used by the IR algorithm to answer the
user’s query. This approach is independent of the applied retrieval
method, which is treated as a black box here. Adapted from [92].

user), wave hight and frequency, currents and seasonal conditions have
a big influence, too. These factors have to match the user’s skills and
personal preferences. Moreover, the social aspect plays an important
role in the selection of a surf spot. Users may want to meet with
friends for surfing and most surfers are looking for beaches that are
not too crowded. Existing websites such as http://magicseaweed.com

or http://wannasurf.com provide generic information on the current
conditions, but without sophisticated functionality for personalized
search.

This scenario has been chosen because it is a prime example of
a geographic information retrieval [87] task that can only be solved Geographic

information retrievalsatisfactorily in consideration of the query context. Any generic rec-
ommendations that do not take the user preferences and the current
conditions into account can be seen as wild guesses that may or may
not fit the current user. The surf spot finder will be a mobile application
used to demonstrate how relevant context aspects can be identified and
a rule-based system can be implemented that reflects different user
preferences. It will also demonstrate how queries are adapted to the
current conditions making use of the Semantic Sensor Web [171]. Once
the client for this new surf spot recommendation system is finished, it
will provide a query tool for spatial information that better matches
human reasoning as outlined in Egenhofer’s vision of the Semantic
Geospatial Web [46].
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1.6 methodology and outline

Figure 5 shows the two steps within the context-aware information
retrieval process this thesis deals with. First, relevant contextual infor-
mation needs to be identified among the potentially available infor-
mation that is captured from sensors or directly provided by the user.
Since the goal of this research is to develop a method that completes
this task in a cognitively plausible way, human participants testingHuman participants

testing is indispensable. Performing a human participants test includes test
design [130] and careful sample size determination [114]. The goal is to
make sure that the results obtained from the statistical evaluation of
the collected data are significant. In the case of this thesis, significance
of the evaluation is strongly tied to the notion of cognitive plausibility
discussed in Section 2.5.

Second, the contextual information that has been identified as rele-
vant in step one must be integrated with the knowledge base at hand.
The context model to be designed can be divided into two parts: user
model and sensor model. These two aspects need to be designed in
a way that is compatible and implementable with the chosen repre-
sentation language, which consists of the standard languages of the
Semantic Web (RDF, OWL, SWRL) in this case. These languages and
their theoretical foundations are, in this respect, the method to put the
presented approach into practice.

A context model for information retrieval on the Semantic Web must
be based on a thorough analysis of the requirements in terms of func-
tionality and flexibility to make sure that it fulfills its purpose. This
analysis is especially important to identify technological restrictions.
The standard approach for requirements analysis has been introducedRequirements

analysis by Maciaszek [120]. This strategy is driven by the Unified Modeling
Language (UML) and focuses on commercial software development,
covering aspects such as subcontractors, stakeholders, and project man-
agement. The overall process includes the requirements determination,
requirements specification (development of use cases and class dia-
grams), architecture design, implementation, integration of modules,
and maintenance. We will follow this well-established methodology for
requirements determination and specification of the context model in
this thesis, which acts as a transparent proxy between the IR method
and the knowledge base. However, not all steps of the standard process
will be applicable, since the UML-driven approach is targeted towards
object oriented software, which is not the case for the context model in
this thesis (at least in the narrower sense of object orientation6).

The remainder of this thesis is organized as follows (see Figure 3):
the next chapter gives an overview of relevant related work from the
areas of semantics and ontology, information retrieval, the Semantic
Web, context modeling and context-aware applications, cognitive engi-
neering as well as statistical correlation measures. Chapter 3 motivates

6 In this thesis, the term object orientation is used in the sense of object oriented program-
ming, a software development paradigm that is based on object-like data structures with
fields and methods [23].
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and formalizes the DIR approach, followed by an evaluation of DIR’s
cognitive plausibility in two human participants tests in Chapter 4.
Chapter 5 introduces a generic development approach for context-
aware semantics-based information retrieval. Based on a requirements
analysis, approaches for user modeling and linking to sensor networks
are introduced. This generic approach is demonstrated in the Surf Spot
Finder application presented in Chapter 6. This chapter also demon-
strates the use of the DIR measure for the contextual aspects to include
in a real application. Chapter 7 summarizes the results of this thesis
and gives directions for future research.
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2R E L AT E D W O R K A N D M E T H O D I C B A C K G R O U N D

This chapter points to relevant related work from the fields of semantics
and ontology research (Section 2.1), information retrieval (Section 2.2),
Semantic Web (Section 2.3), context modeling (Section 2.4), cognitive
engineering (Section 2.5) and statistics (Section 2.6). The methods for
semantics-based information retrieval, rule-based modifications of on-
tologies and statistical evaluation of human participants tests that will
be applied in the remainder of the thesis are introduced.

2.1 semantics and ontology

Research on semantics deals with meaning in communication. While
the view on semantics differs depending on the field of study, informa-
tion systems research is mostly concerned with the question how the
meaning of pieces of information and ways to interact with them can
be unambiguously described. Any information system ultimately goes
back to a conceptualization – the objects in the respective domain of
interest, also referred to as the universe of discourse, their functions, and Universe of discourse

the relations between them [53]. This abstraction from the complexity
of the real world is made explicit in order to achieve a shared and
common understanding of a particular domain of interest:

Definition 2: An ontology is an explicit specification of a concep-
tualization [63].

A distinction is drawn between three kinds of ontologies. Foundational
ontologies, also referred to as upper-level ontologies [146], are “axiomatic
theories of domain-independent top-level notions such as object, at-
tribute, event, parthood, dependence, and spatio-temporal connection”
[168, p. 91]. Examples include the Descriptive Ontology for Linguistic
and Cognitive Engineering (DOLCE) [126] and OpenCyc [153]. While
foundational ontologies provide generic specifications on an abstract
level, domain ontologies specify the shared conceptualization of a specific
community, such as the AGROVOC Ontology currently under develop-
ment by the Food and Argriculture Organization of the United Nations1.
Application ontologies are the most specific family of ontologies, as they
specify the conceptualizations underlying specific applications [146].
In an ideal case, these three groups of ontologies are used in a layered
fashion: an application ontology should be aligned to a corresponding
domain ontology, which should in turn commit to a foundational on-
tology. Ultimately, semantic interoperability [19] between all parts of this Semantic

interoperabilityontological hierarchy is enabled.
As mentioned above, ontologies are based on conceptualisations. The

objects forming the universe of discourse underlying such a concep-

1 See http://www.fao.org/aims/agrovoccs.jsp.
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tualisation are concepts – mental entities in people’s heads. The idea
of concepts goes back to Aristotelian philosophy, which defines them
as “complex mental representations whose structure generally encodes
a specification of necessary and sufficient conditions for their own
application” [112, p.191]. This view on concepts is also known as theTheories of concept

Classical Theory. Due to its inability to explain phenomena such as
typicality (for example, although both dogs and gold fish are pets, dogs
are more typical of the concept pet), alternative theories of concept have
been proposed in the past decades, such as Prototype Theory [161]
and Dual Theory [139]. An overview and discussion of the different
theories of concept is given by Laurence and Margolis [112]. The above-
mentioned theories are all epistemological views on concepts, which
are based on knowledge (or justified believe) about apparent properties.
This is also the general perspective on concepts in information systems,
as opposed to metaphysical theories which focus on strict physical
properties of concepts, sometimes down to an atomic level [175].

Despite the well-known shortcomings, research on ontology for infor-
mation systems is still largely inspired by the Classical Theory. Within
this thesis, the notion of concept will be used as follows (adapted from
[56]):

Definition 3: A concept is a mental representation2 of a set of
entities that are grouped together.

Note that we will use the term concept interchangeably both for
the mental entity as well as for its ontological representation; if this
distinction is necessary, it will be noted. As Barsalou et al. [10] point out,Dynamic concepts

mental concepts are inherently dynamic. They are subject to change
when we are learning. For example, your concept of a PhD thesis may
have changed since you started reading, depending on how many
theses you have read before. Concepts may also change based on
sensory input, as can be seen from the change of the concept terrorist
since 9/11. Recent research tries to cover this dynamics of concepts in
formal representations [151]. For this thesis, it is particularly important
to note that concepts are context-dependent [10] – this phenomenon is
formalized in the rule-based approach presented in Chapter 5.

Concepts – both as mental entities and their ontological representa-
tions – always abstract from the real world, since it is virtually impossi-
ble to know (and specify) all facts that apply to, for example, buildings.
An ontological specification of such a concept can be instantiated:

Definition 4: An ontological instance of a specification of a concept
is a concrete individual sharing its characteristics.

Within this thesis, instances are occurrences of ontological concepts.
In many cases, instances refer to real-world entities: a domain ontology
for transportation networks might define the concept road, and an
instance of this concept would be a representation of a road in the real
world (an entity). An ontology consisting of concepts and instances

2 The question how concepts are represented in people’s minds and how well these transfer
to external (for example, ontological) representations is a very interesting one, but out of
scope for this research.
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is also referred to as a populated ontology or knowledge base. In the
remainder of this thesis, we will deal with information retrieval from
such knowledge bases.

2.2 information retrieval

The research field of information retrieval (IR) emerged in the 1950s
out of the need for automatic ways to search large amounts of stored
information3. While the field matured considerably over the decades,
it was not until the advent of the World Wide Web that IR attracted
attention beyond a comparatively small group of specialists. It turned
out that IR methods are indispensable for searching the ever-growing
host of information online and thus making it accessible in the first
place. Although some definitions (such as the one by Manning et al.
[122, p. 1]) limit IR to the retrieval of unstructured information, the term
is generally also used for the retrieval of information from structured
sources such as XML documents, databases or ontologies:

Definition 5: Information retrieval (IR) is a measurement m for
the relevance < of an object O for a user’s information need. The
information need consists of a query Q and implicit information I,
as well as information inferred (`) from I: IR = m[<(O, (Q, 〈I,`〉))].
[43, p. 10]

Note that this definition already contains a notion of context in
the form of the implicit information 〈I,`〉 to be taken into account.
When the distinction is drawn, retrieval from structured sources is
sometimes referred to as data retrieval. Strictly speaking, this distinction
contradicts the common differentiation between data, information and
knowledge [22]: information can only be extracted from data if the Data, information

and knowledgerecipient knows how to interpret the data, and information ultimately
becomes knowledge when it is justified true belief 4.

In many cases, a combination of techniques from structured and
unstructured sources is required, for example when searching (struc-
tured) metadata that contain free-text descriptions. This combination
also applies to semantics-based information retrieval and geographic
information retrieval as targeted in this research. Classic information
retrieval methods such as boolean, vector space or probabilistic-based
methods, however, have been developed for unstructured information
sources. These models were iteratively refined and combined with
other methods such as artificial neural networks or natural language
processing. With the advent of the Web, strategies were developed for
semi-structured sources that take the connections between Web pages
into account by analyzing links [140]. Recall and precision have been Recall and precision

3 See, for example, Luhn [119] as a representative of the first influential papers written at
that time.

4 This classical definition goes back to Plato; however, there is still no consensus among
philosophers on the correct definition of knowledge.
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defined as measures of quality, independent of the kind of information
source and retrieval method [91]:

recall =
|{relevant docs}∩ {retrieved docs}|

{relevant docs}
(2.1)

precision =
|{relevant docs}∩ {retrieved docs}|

{retrieved docs}
(2.2)

Recall measures how many of the relevant documents are among the
retrieved documents (Eq. 2.1). It is easy to reach a recall of 100% by
simply returning all documents; these will necessarily also contain all
relevant documents, along with all irrelevant documents. Thus, recall
is only meaningful in combination with precision, which measures
how many of the retrieved documents are actually relevant (Eq. 2.2).
Differently weighted combinations of recall and precision are referred to
as the F-measure [188]; the traditional F1 measure refers to the harmonic
mean of precision and recall. A perfect IR method would reach 100%
recall and 100% precision (F1 = 1), i.e., the retrieved results contain
all relevant documents, but no irrelevant documents. Measurement of
recall and precision usually requires the involvement of experts who
can reasonably make the distinction between relevant and irrelevant
documents for a specific query.

In practice, retrieving relevant information for a given query often
entails finding contents similar to the query. This insight lead to the
investigation of similarity measurement as a novel IR method. Similar-Similarity

measurement ity measurement has been a research topic for over half a century in
psychology [57]. The objective of the research in this field is to under-
stand the cognitive processes that underly human similarity judgments.
While the actual process humans perform during similarity measure-
ment could not be clarified completely yet, scientists have come up
with a number of different approaches to modeling it, including feature-
based [186], network-based [148], geometric [52] and alignment models
[54].

The artificial intelligence (AI) community started investigating the
topic from a different perspective, focusing on how human similarity
ratings can be mimicked by algorithmic approaches [155]. The objective
is to achieve similarity ratings that correspond to those of humans
and can thus be applied to information retrieval use cases. AI research
thus aims at the outcome rather than the processes leading to those
results. Note that AI research looks at similarity measurements among
computable representations of human conceptualizations as formalized
in ontologies or other kinds of knowledge bases. In this respect, the
main challenge with semantic similarity measurement is the compar-
ison of meanings as opposed to purely structural (such as lexical or
statistical) comparison. To enable such measurements, a representation
language and an according similarity measure that is able to handle
the expressivity of this language are required (see Section 2.3).
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After successful application in areas such as case based reasoning
[88], similarity measurement has also gained attention as a tool for geo-
graphic information retrieval [170]. The matching-distance similarity
measure (MDSM) is a feature-based approach that has been the first
similarity measure developed specifically for this domain [158, 159].
Other approaches [150] employ conceptual spaces [52], determine simi-
larity based on affordances [81], or provide similarity measurements
for spatial scenes [116, 134]. Several measures have been developed to
quantify similarity within (geo-)ontologies [25, 38, 169, 83].

Semantic similarity measurement is especially attractive as a tool for
cognitive information retrieval due to its potential to simulate human Cognitive

information retrievalsimilarity judgments. A key factor for the cognitive plausibility (see
Definition 8) of a similarity measure is the treatment of context. Various
human participants tests have demonstrated that the perceived similar-
ity of two objects varies considerably depending on the current context
[186, 108, 127, 17, 58]. As Murphy and Medin put it, “the relative
weighting of a feature [. . . ] varies with the stimulus context and task,
so that there is no unique answer to the question of how similar one
object is to another” [132, p.292]. In that respect, context-free similarity
measurements can be compared to topographic (i.e. multi-purpose)
maps, whereas context-dependent similarity measurements are tailored
to specific tasks and situations, comparable to thematic maps.

Context is a crucial aspect to incorporate when applying similarity
measurement as a tool for cognitive information retrieval [177]. The
treatment of context in existing semantic similarity measures, however,
is mostly limited to a restriction of the set of potential results to a subset
of the knowledge base under consideration [159, 79]. The context model
developed in this thesis enables context-aware similarity measurement
that allows other modifications to the knowledge base, independent
of the actual similarity measurement. It is evaluated in a prototype
application that evaluates the similarity of specific properties of a surf
spot and the corresponding user preferences. Moreover, the evaluation
of the relevance of specific context parameters for an application is
based on a dissimilarity measure for information retrieval result sets.
This approach follows the assumption that the less similar the results
for a query posed in two different contexts are, the bigger the influence
of the context is.

The potential of similarity measurement as a tool for IR relies on
the availability of structured data as provided on the Semantic Web.
Independent of the underlying kinds of knowledge representation
that IR algorithms work on, recent research efforts strive for a more
user-centered approach in information retrieval. Context-awareness
is only one part that contributes to cognitive information retrieval
[177], amongst interactive IR, feedback and explanations. With similar
objectives, the term human-computer information retrieval (HCIR) was
coined for a research field that combines information retrieval with
human-computer interaction to open up new opportunities towards
more intuitive, interactive, and goal-directed IR [162]. Marchionini
[124] suggests “that integrating the human and system interaction is
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the main design challenge to realizing these opportunities and that
what is required is design that recognizes a kind of syminforosis –
people as organic information processors continuously engaged with
information in the emerging cyberinfrastructure.”

2.3 semantic web

Classical information retrieval methods make assumptions about the rel-
evance of documents for specific queries based on statistical measures.
Due to the unstructured nature of the documents under consideration,
it is not possible to logically infer whether and how a document is relatedSemantics-based

information retrieval to a query. This lack of reasoning capabilities was one of the main mo-
tivations for the Semantic Web. The Resource Description Framework
(RDF) [123] and the Web Ontology Language (OWL) [189] are the most
prominent approaches that have been developed under this umbrella
term in order to enable semantics-based information retrieval. RDF was
developed by the World Wide Web Consortium (W3C) as a metadata
model based on triples consisting of subject, predicate and object. The
most widely used implementation of the abstract RDF model is realized
in XML, as shown in the following extract which specifies the title and
publisher for the Wikipedia page about Tim Berners-Lee:

<rdf:RDF

xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"

xmlns:dc="http://purl.org/dc/elements/1.1/">

<rdf:Description

rdf:about="http://en.wikipedia.org/wiki/Tim_Berners-Lee">

<dc:title>Tim Berners-Lee</dc:title>

<dc:publisher>Wikipedia</dc:publisher>

</rdf:Description>

</rdf:RDF>

While the information in this example is certainly also easily ex-
tractable for classical statistics-based IR methods, RDF triples can also
be used to express more complex facts such as relations between peo-
ple5 or representation of the WordNet lexical database6. Since RDF
only allows for the specification of relations between instances, RDF
Schema [30] has been introduced to enable the specification of concepts
and thus add categorization capabilities to RDF. The SPARQL Query
Language for RDF [147] allows searching RDF repositories based on
predefined criteria, comparable to SQL for relational databases. RDF
and SPARQL are also central technologies for the ongoing efforts to
provide Linked Data [20], an initiative that aims at the connection of
annotated online datasets as an intermediate step towards the Semantic
Web.

OWL is built on top of RDF and adds additional expressivity, which
varies depending on which of the three different sublanguages OWL-
Lite, OWL-DL or OWL-Full is used. The three sublanguages correspond

5 The Friend of a Friend (FOAF) project is a popular application of RDF; see http://

foaf-project.org.
6 See http://w3.org/TR/wordnet-rdf.
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to different languages from the family of Description Logics (DLs) [7].
DLs are used to model concepts and entities in a knowledge base. Such Description logics

a knowledge base consists of a TBox containing the terminology, i.e. the
vocabulary describing a given domain, and an ABox storing assertions
about instances. Description logics distinguish between logical and
non-logical symbols. The former have a pre-defined meaning grounded
in set theory, while the latter are domain specific. Logical symbols are
either constructors (u,t,∃, ∀,6,>) used to compose complex concepts
out of primitive ones or connectives such as equality (≡) or inclusion
(v). OWL-Lite corresponds to the SHIF description logic, while OWL-
DL is based on SHOIN(D)7. OWL-Full, however, is based on different
semantics than the former two and is not decidable, i.e., it does not
necessarily support reasoning services such as subsumption reasoning.
Note that the three OWL languages build on each other: OWL-Full
contains OWL-DL, which in turn contains OWL-Lite. The following
extract from an OWL document introduces the restriction that the
concept specified in node A42 (specifying the concept IrrigationCanal,
not shown here) has the property constructedFor and that this property
can only take values from Supply; in other words, this specifies that
irrigation canals are always constructed for a certain kind of supply:

<rdf:Description rdf:nodeID="A42">

<owl:someValuesFrom rdf:resource="#Supply"/>

<owl:onProperty rdf:resource="#constructedFor"/>

<rdf:type

rdf:resource="http://www.w3.org/2002/07/owl#Restriction"/>

</rdf:Description>

The specification of OWL ontologies enables a host of new IR meth-
ods that exploit the structured information constructed from such OWL
fragments. These IR methods are all based on combinations of the
reasoning mechanisms OWL (i.e., the respective underlying DL) offers.
Reasoning services include satisfiability (consistency checking), sub-
sumption (finding subconcepts) and equivalence reasoning. Ontology
editors such as Protégé enable communication with reasoners such as
Pellet [172] or FaCT++ [183] via the DIG interface [12]. The recently
introduced new version of the Web Ontology Language, OWL 2 [190],
provides novel profiles targeted at different reasoning capabilities as
supported by the OWL API8 [74].

The dedication of OWL Lite and OWL DL to the decidability of
key inference problems leads (among other restrictions) to a lack of
expressivity for specific description tasks. Examples include ternary
relations such as the common uncle example (“if A is B’s brother, and B
is C’s parent, then A is C’s uncle”) which cannot be expressed in OWL.
In a Semantic Web environment, this limitation to binary relationships
becomes relevant for specifications of pre and post conditions of Web
services. Various approaches have been developed to overcome these
restrictions by combining ontology languages with rules (see Antoniou

7 The description logic complexity navigator gives an overview of the expressivity of
different DL languages: http://www.cs.man.ac.uk/~ezolin/dl/.

8 See also http://owlapi.sourceforge.net.
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et al. [5] for an overview). The Semantic Web Rule Language (SWRL)
[76] adds rule capabilities to OWL ontologies. SWRL rules are Horn-Semantic Web Rule

Language like clauses [73], consisting of an antecedent (body) and a consequent
(head), each containing a set of atoms. For example, the rule

hasBrother(?a,?b) ∧

hasParent(?c,?b)

→ hasUncle(?c,?a)

formalises the “uncle” example given above in SWRL prefix notation.
The SWRL submission to W3C introduces a concrete XML syntax for use
with OWL, which is achieved by combination with RuleML9 statements.
SWRL has been successfully applied for geographic information for
the specification of category membership rules, where the categories
are formalized in OWL-DL [99, 100]. Moreover, a rule-based approach
closely related to SWRL has been implemented to deduce implicit
spatial semantics and check spatial integrity [174, 173].

SWRL can be extended by additional reasoning mechanisms via
built-ins. Among the built-ins that have been implemented so far are
libraries for mathematics, string handling and date support, enabling
rules such as

Person(?p) ∧

hasAge(?p,?a) ∧

swrlb:lessThan(?a,18)

→ Minor(?p).

Built-ins thus play a central role for the mapping from numeric sensor
inputs to ontologies via SWRL. Chapter 5 demonstrates how SWRL
can be used to develop user models for the Semantic Web that allow
for modifications of knowledge bases according to a user’s personal
preferences. Moreover, SWRL’s built-in mechanism is used to include
contextual information from sensors in the information retrieval pro-
cess.

2.4 context

Any definition of context is heavily dependent on the field of appli-
cation, as shown by the analysis of 150 different definitions by Bazire
and Brézillon [11]. Looking at definitions within the field of computer
science, the literature mostly falls back on enumerations of examples.
In other cases, the definitions are too specific to be transferable to other
application areas [141]. A widely adopted definition of context for
ubiquitous computing – which is also concerned with context-aware
information retrieval – defines context as follows:

Definition 6: Context is any information that can be used to
characterise the situation of an entity. An entity is a person, place,
or object that is considered relevant to the interaction between
a user and an application, including the user and applications
themselves [40, p.5].

9 See http://www.ruleml.org.
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The central aspects in this definition are identity (user), activity
(interaction with an application), location and time (as the temporal
constraints of a certain situation). This list does not claim completeness,
nor do all of the aspects always play a role. In the same paper, Dey
defines context awareness:

Definition 7: A system is context-aware if it uses context to pro-
vide relevant information and/or services to the user, where rele-
vancy depends on the user’s task [40, p.5].

Dey’s definition of context (Definition 6) points to potential sources
of contextual information on a generic level. His definition of context
awareness (Definition 7), however, is directly related to the view on
context for information retrieval taken in this research, wich defines
an information retrieval task’s context as any information whose change
significantly modifies the task’s outcome (see Definition 1). The goal of this
research is therefore to develop an approach for semantics-based infor-
mation retrieval that enables a system to provide relevant information
to the user.

While the idea of context in many cases remains at least slightly am-
biguous, research activities on context-aware information retrieval have
increased remarkably in recent years. The ubiquitous and pervasive
computing communities have developed numerous approaches to auto-
matically provide users with information and services based on their
current situation – see [118] for an overview. Existing context-aware
applications range from smart spaces [193] over mobile tour guides [35] Context-aware

applicationsto generic prototyping platforms [149]. Context has been successfully
employed in a number of ways for personalization [98, 95] and to im-
prove retrieval from the Web [49, 107], from email archives [194], from
RDF graphs [3], from Wikipedia [187], as well as for ontology-based
alert services [115], intention recognition [96], and for the disambigua-
tion of historical place names [89]. Different approaches based on
vector spaces have been proposed to enable context-aware information
retrieval [52, 150, 128]. Maeda identifies context as one of his laws of sim-
plicity, stating that “what lies in the periphery of simplicity is definitely
not peripheral” [121, p.53] – transferred to information retrieval, this
statement is a clear hint that the context of a retrieval task needs to be
taken into account to make completing the task as simple as possible for
the user. Lawrence [113] provides an overview of the different strategies
to make Web search context-aware. Yahoo introduced context-aware
tools [107] that automatically extend the user’s query by text from the
Web site the user is currently visiting or from the file she is working
on. Google provides a custom search extension for Wikipedia10 that
allows a user to search Wikipedia pages related to the article the user is
currently viewing. The context is in this case restricted to a given topic
or to pages the current article refers to. Dumitrescu and Santini [44]
present a context-aware information retrieval method for documents.
Contexts are traces of documents the user has been working on, which
they represent as self-organizing maps [101]. While the authors point

10 See http://en.wikipedia.org/wiki/Wikipedia:Google_Custom_Search.
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out that the advantage of this approach is that context does not need
to be represented by logical means, it also prevents logical reasoning
on the contextual information. Semantic annotations are therefore an
inevitable requirement to reason about contextual information.

Most of the research outlined above focused on solutions for specific
applications or tasks and the proposed solutions are thus not easy to
generalize or adapt to different tasks. The Semantic Web community
has investigated different approaches towards semantic models of con-
text and contextualizing ontologies, since the static notion of concepts
in OWL does not meet the requirements of context-aware applications.
While some approaches propose to use OWL ontologies to model con-
text [64], the more generic approaches try to modify existing Semantic
Web technologies with extensions for context representation and inclu-
sion. CTXML [27] is an XML dialect that enables local, contextualizedContextualized

ontologies models within ontologies. It specifies an XML-encoding for contexts
as concept hierarchies that can be assigned information on the owner,
the groups the context is specified for, and on security and history.
Mappings between different contexts based on distributed description
logics (DDL) [24] allow for the identification of different specifications
that refer to the same concepts. CTXML eventually merged into C-OWL
[29], which is an extension to OWL that enables contextual ontologies
via bridge rules that map between the local ontologies. C-OWL thus
adds the capability to handle potentially inconsistent knowledge. Mul-
tiContext Ontologies (MuCO) [13] have been designed with a similar
goal. They are based on an extended version of description logics that
enables different interpretations of concept terms depending on context.
Comparable to C-OWL, MuCO builds on predefined contexts built into
the ontology; for example,

Student = (∃ StudentNumber.Number)[s1]t (∃ Takes.Class)[s2]

specifies that in context s1, the concept Student is restricted to the
entities that have a student number assigned, whereas in context s2, it
is restricted to entities that take a class.

Korpipää and Mäntyjärvi [102] propose an RDF-based context ontol-
ogy. It specifies context types (e.g. Environment:Light:Intensity) that
can be filled with values (e.g. Dark). However, they do not describe how
the mapping from the raw sensor data onto the context values (Dark in
the above example) works.

The use of SWRL for reasoning about context information has al-
ready been proposed within the A-MUSE project [200]. However, the
utilization of SWRL within the project was limited to reasoning about
context information present in the ontology. For example, SWRL was
used to find out whether a person is currently attending a meeting in
a certain room based on the property values of the individuals in the
knowledge base. We extend this approach by using SWRL to represent
context (instead of only reasoning about it) and by querying context
information directly from a novel SWRL built-in.
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2.5 cognitive engineering

The idea of cognitive engineering as an interdisciplinary approach to
improve the usability of machines and user interfaces goes back to
Norman [137, 138]. He identified a gulf of execution and evaluation which
results from discrepancies between a system’s variables and the cogni-
tive variables of a user. Cognitive engineering applies methods from the
cognitive sciences to identify mismatches between the user’s expecta-
tions (which may differ from one user to another) and the functionality
offered by the system. The user-centered system design put forward
by Norman has since been applied in numerous application areas
ranging from unser interface design for information systems [136] and
geographic information science applications such as location based
services [152] to the design of complex working environments such as
a passenger plane’s cockpit [55].

While the classical view of cognitive engineering is focused on user
interfaces, information engineering is another field that benefits from
more intuitive representations. Kuhn [110] presents a semantic engineer- Semantic

engineeringing perspective, arguing that the mental concept to be modeled can
be treated as a black box for engineering purposes, as the engineer
has no access to it whatsoever. Instead, he proposes to focus on the
specifications of the symbols and their use in the communication of
(spatial) information. The symbols are specified by constraints, which
should ultimately be grounded in reality. Analogous to spatial reference
systems, he proposes the use of semantic reference systems to anchor the
symbol’s specifications in the real world [145, 165, 166].

In a less engineering-driven approach, Gärdenfors [52] claims that
information representation should be grounded in human perception
and cognition. His theory of conceptual spaces builds on quality di- Conceptual spaces

mensions with a geometrical or topological structure for one or more
domains. The basic dimensions are grounded in the human perception
of color, for example, with the dimensions hue, saturation and brightness.
Concepts cover multiple domains and are modeled as n-dimensional
regions. Every object or member of the corresponding category is rep-
resented as a point in the conceptual space. This allows for expressing
the similarity between two objects as the spatial distance between their
points. Moreover, conceptual spaces support the paradigm that con-
cepts are dynamical systems [9]. Dietze et al. [42] demonstrate how
to utilize conceptual spaces for context-aware information retrieval.
They introduce a meta model for conceptual situation spaces and apply
it successfully to retrieve personalized learning material, based on a
user’s preferred learning style. Adams and Raubal [1] introduce the
Conceptual Space Markup Language (CSML), an XML dialect to enable
online sharing of and reasoning with conceptual spaces. CSML is the
first attempt to turn conceptual spaces into a functioning computational
environment that overcomes the limitations of the logic-based standard
Semantic Web languages. While CSML is a promising approach to-
wards more intuitive reasoning on the Semantic Web [51], this research
builds on standard Semantic Web technologies to ensure applicabil-
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ity of the developed approaches in existing infrastructures. Moreover,
the motivation is to test the flexibility of existing standards for novel
applications.

While Gärdenfors does not claim that conceptual spaces model how
human conceptualization works, his theory certainly appears more
intuitive than the Semantic Web technologies and their foundations
in logics (see Section 2.3). Strube [182] has first addressed this issue
for knowledge engineering and defined different degrees of cognitive
adequacy. Weak cognitive adequacy is reached when a “system has beenCognitive adequacy

and plausibility carefully built with the human user in mind” [182, pp.165–166]. Strong
cognitive adequacy, in contrast, implies the systems apply “the very same
principles of cognitive functioning as human experts do” [182, p.167].
He further divides strongly adequate systems into absolutely adequate
systems, which model “the human expert’s knowledge and way of
reasoning in every aspect”, and relatively adequate systems, where the
“kind of knowledge representation and reasoning as used in the system
can be found in human experts, too” [182, p.167].

We will not discuss here on whether research in psychology has
yet revealed enough details about the human cognitive apparatus to
build a model of it that holds up to the criterion of strong cognitive
adequacy. This discussion is clearly out of scope for this research. While
some engineering disciplines such as robotics may claim this goal, we
are concerned with user-centered information retrieval. The goal is
therefore not to build a system that performs information retrieval in
the way a human agent would perform this task. Instead, we focus on
the system output, which should reflect the output of human agents
performing this task. Our goal is thus between Strube’s definitions of
weak and strong cognitive adequacy: we want the system to plausibly
mimic the output human users produce. This is a higher requirement
than building a system “with the human user in mind”, yet we do not
strive for a system that models “the human experts way of reasoning in
every aspect”. While the latter is hard to verify, the notion of cognitive
plausibility used in this research can be checked by evaluation against
the output of human users:

Definition 8: A system is called cognitively plausible if the output
it produces in performing its task correlates strongly with human
output when performing the same task.

This definition of cognitive plausibility will be of importance for the
specification (see Chapter 3) and testing (see Chapter 4) of the DIR
measure. We are thus not interested in how human agents compare sets
of information retrieval results, but the measure is supposed to reflect
human dissimilarity judgments.

2.6 statistical correlation measures

Correlation is a well known problem with established statistical solu-
tions. Correlation measures such as Pearson’s r [157], Spearman’s ρ [176]
and Kendall’s τ [90] go back to the 1930s and have proven useful for
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countless studies across different disciplines. They have been developed
for different kinds of data to analyze. Pearson’s product-momentum
correlation coefficient r can be applied to data if they do not deviate
too far from the normal distribution. If this is not given, distribution Dependence on

normal distributionfree methods have to be applied. Among these are rank correlation
coefficients which are not based on the actual data values, but on their
order. Spearman’s rank correlation coefficient ρ requires equidistant
ranks; if this is not given, Kendall’s rank correlation efficient τ can still
be applied. The coefficients functions all map to the interval [−1, 1],
where 1 indicates perfect positive correlation (i.e., perfect agreement), 0
indicates no correlation (i.e., independent data) and −1 indicates perfect
negative correlation (i.e., perfect disagreement). While these three are
the most prominent correlation coefficients, numerous variants and
tests based on them have been developed for specific kinds of data,
especially in the behavioral sciences [62]. In the setting of this research,
statistical correlation measures play a twofold role.

First, the comparison of information retrieval results can be regarded
as a specific correlation problem. However, none of the standard cor-
relation measures are tailored to the specific requirements of this task.
This is due to the fact that those correlation coefficients have been
developed to calculate correlation between sets of result pairs where
every individual in one ranking has its corresponding counterpart in
the other ranking. In information retrieval, however, cases where indi-
viduals (single results in this particular case) appear in one ranking,
but not in the other, are very common. Thus, the two rankings to be
compared often consist of different numbers of ranks. Finally, each
rank may hold more than one result of equal relevance11. While this
concept is hardly reflected in user interfaces for reasons of simplicity
(see [83] for an example), IR algorithms mostly deal with such shared
ranks internally. These ranks contain results that have been assigned
the same relevance rating with respect to the current query. The DIR
measure developed in this thesis must be able to cope with all these
kinds of input. While these peculiarities can be dealt with in principle
[135], the output of statistical correlation measures ranges from −1 for
perfect negative correlation to 1 for perfect positive correlation. In the
case of IR results, negative correlation is both hardly to expect and
very difficult to explain. A mapping interval of [0, 1] is therefore more
appropriate for the desired dissimilarity measure, where 0 applies for
two identical result rankings and 1 applies for any pair of rankings that
share no common entries.

From a cognitive perspective, statistical correlation coefficients present
a purely mathematical view on the rankings at hand. While they can be
employed to compare result rankings in principle (such as Kendall’s τ
in [45]), they do not reflect the human perspective on the results at hand, Reflecting the human

perspectiveincluding the focus on top results [2]. This property, however, should
be in the centre of a measure that supports cognitive IR. Comparable
to the semantic similarity measures building on similarity research in

11 We use the term relevance here to refer to the calculated relevance of a relevance based on
the applied IR method, not for relevance feedback collected from users.
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psychology, the DIR measure needs to reflect the user’s view on IR
results. The cognitive aspect of this research is therefore concerned with
the question how to map from two given result rankings to a value
between 0 and 1, so that the order of the resulting values corresponds
to human judgments.

The second aspect in which correlation measures play a role in this
research is the evaluation of the correspondance to human judgments.
The cognitive plausibility of the DIR measure discussed in Section 2.5
will be evaluated by a human participants test in Chapter 4. As men-
tioned above, correlation coefficients have their roots in a the analysis
of the data generated in such tests. Accordingly, the test data collected
during the human participants tests will also be analyzed by these
standard methods. The choice of the respective method depends on the
characteristics of the data at hand and will be discussed in Sections 4.1
and 4.2.

28



3I D E N T I F I C AT I O N O F R E L E VA N T C O N T E X T
I N F O R M AT I O N : T H E D I R M E A S U R E

This chapter introduces the cognitively plausible dissimilarity measure
for information retrieval results (DIR). The need for such a measure
is motivated in Section 3.1. The characteristics of the measure are
discussed using examples from geographic information retrieval (Sec-
tion 3.2) and the measure’s formalization is introduced (Section 3.3).

3.1 motivation

The question which contextual aspects to include in a context-aware
application is crucial from the users’ as well as from a computational
perspective. Users want the application to account for any relevant
context changes, but processing power can be a bottle neck, especially
on mobile devices. Moreover, the collection of context information
can be costly when additional sensors are required. Furthermore, the
computing of too much sensor input can slow down the application and
hamper usability. Accordingly, it is important for application designers
to be able to assess the impact of context changes to decide which
aspects to include in their applications, and which to ignore. Finally,
being able to measure the impact of context changes is also interesting
from a theoretical perspective, since it enables distinguishing between
noise and intended context1 [80]: intended contextual information must Identifying intended

contexthave an impact that goes beyond a threshold value δ, otherwise it is
considered noise. The goal for user interfaces is therefore to clean them
from contextual noise and reduce the interaction options for the user to
intended contextual information.

Research on user interaction with information retrieval results has
been of growing importance since the broad breakthrough of Web
search engines. Understanding how users work with search interfaces is
important whenever large collections of text and multimedia are made
available. Providing users with an intuitive interface for retrieval is
crucial for businesses selling and organizing information. Such research
that concentrates on the presentation of results to the users and their
interaction with them [8, Chapter 10] has been coined human-computer Human-computer

information retrievalinformation retrieval (HCIR) [124]. Developing HCIR applications is
especially challenging when it comes to context-aware retrieval that
adapts the results to personal interests and preferences, the user’s

1 As kinds of context for similarity measurement, Janowicz [80] further distinguishes user
context (personal background, environment, motivation), application context (application-
specific parameters), discourse context (domain of application), representation context
(context-dependent changes of the knowledge base; see Chapter 5) and interpretation
context (interpretation of one result with respect to other results). These kinds of context
also apply for the general case of information retrieval, except for the discourse context
which is specific to similarity measurement.
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Figure 6: Identification of relevant context parameters using the DIR measure.
Adapted from [93].

current location and other context information relevant to the given
task (see Definition 1 and [32]). As discussed before, changes of context
can cause an adaptation of the result ranking for a given query, so that
the same query does not necessarily always lead to the same result [77].

Comparisons of result rankings stemming from the same query posed
in different contexts can provide useful insights into the effects of con-
text changes on the IR results. While the context for the pizza example
(see Figure 2) consists only of the selected map extent, applications
such as a surf spot finder (see Section 1.5 and [95, 198]) require more
detailed context models: In order to allow a user to retrieve a per-
sonalized selection of surf spots based on the current conditions, the
context model must cover wind and water conditions, as well as the
user’s skills and preferences. In such a complex setting, developers
have to focus on the context aspects that can cause the biggest turbu-
lences in the results when they change. An analytical tool that supports
this assessment task helps to reduce the complexity of the application
by removing context aspects that have a negligible influence on the
outcome. A measure for the quantification of the users’ perception of
the difference between two rankings would support the reduction of
user interfaces as well as computational complexity of context aware
applications, as shown in Figure 6: Relevant context parameters can be
identified if their change causes a modification of the results for a given
query that exceeds an application-specific threshold. For this purpose,
the same query is posed repeatedly in different contexts, which differ
in certain aspects. If the corresponding result rankings are modified
beyond the given threshold, they have to be taken into account for
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Figure 7: The specification of context information relevant for a given appli-
cation is a three step process, consisting of listing any potentially
important information (1, blue), determining available context infor-
mation (2, green), and then identifying relevant context information
using the DIR measure (3, orange).

the application. Otherwise, they can be neglected. This process can be
automated for large numbers of queries (based on standard sensitivity
analysis procedures; see below) and different constellations of context
parameters to gain a detailed understanding of the influence of the
different aspects of the context. In this way, such a measure would also
support the development of simpler user interfaces for cognitive IR
[177] by reducing the information shown to the user to relevant aspects
of the task. This selection of contextual information to cover in a given
application can be regarded as a three step process (see Figure 7). First,
potential context information is determined by the developer, who needs
a general idea of what contextual information may play a role for the
application. Second, this potential context information is reduced to
available context information. This pick is based on contraints imposed
by available sensors, costs, the technology chosen for implementation,
and more. Third, the selection of context information chosen for the
implementation is further reduced to relevant information using the
DIR measure.

At first glance, assessing how IR results respond to context changes
looks like an application scenario for sensitivity analysis [164]. Sensitiv- Sensitivity analysis

ity analysis comprises a number of techniques to trace back changes in
the output of a mathematical model to variations in different parameters
of the input. Typical application areas are business and environmental
models. Methods from sensitivity analysis cannot be directly applied to
the case of IR results, however, since they depend on a numeric model,
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which is not given here since we only take the results and their order
into account. Sensitivity analysis and DIR thus work on different scales
of measurement [180]. Assigning a numeric value to these changes
is what the measure introduced in this chapter is about. Hence, the
output of the DIR measure can be used as input to a sensitivity analysis
in a second step. Chapter 6 demonstrates how DIR can be used for a
straightforward sensitivity analysis. Sensitivity analysis, however, is not
per se concerned with cognitive plausibility. While one could imagine
sensitivity analyses that inspect the effects of parameter changes on the
cognitive plausibility of a model, this is not the prime motivation for a
sensitivity analysis. In particular, the analysis itself is not meant to be
cognitively plausible, which is a core aspect of this work.

The cognitively plausible Dissimilarity measure for Information Re-
trieval Results (DIR) introduced in this chapter analyzes the individual
results in two rankings and compares them for overlap, focussing on the
top results using a weighting mechanism to emphasize differences at
the top ranks of the given result rankings. DIR returns values between
0 and 1, so that the calculated values are on an interval scale. A value of
0 indicates that two rankings are completely identical, and 1 indicates
that they are completely different, i.e., they share no common results.
Working solely on the results, the DIR measure can be applied inde-
pendent of the actual retrieval method or search algorithm2. Rankings
can be generated, for example, using the probability ranking princi-
ple [156] or novel approaches such as mean-variance analysis [192] or
similarity-based retrieval [83].

3.2 dir approach

The definition of the DIR measure is purely based on result rankings,
independent of the applied knowledge representation and retrieval
method, respectively. In contrast, the context impact measure ImpThe Imp measure

introduced in [94] aggregates the changes in ontological concepts un-
der consideration during similarity measurement. The Imp measure
can only be applied to logic-based knowledge representations, where
context is formalized as rules modifying the knowledge base. Imp is
defined for a knowledge base K and a specific query with search and
target concepts (cs and ct). The calculated value represents the share
of the search- and target concepts’ superconcepts (affected concepts
ca) that are changed by the modifying concepts cm which add (+) or
remove (−) parts of the definitions in a specific context:

Imp(K, cs, ct) =
∑ ±cm

|{ca|ca v cs t ct}|
(3.1)

Besides its restriction to a specific kind of knowledge representation,
such a result pair based measure is also of limited use since it does not
take a relevance value’s interpretation context [80] into account, i.e., its

2 In fact, the retrieval and ranking algorithm may even be unknown, as it is the case for
the pizza example shown in Figure 2.
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relativeness regarding other values: A relevance value of 0.8 may result
in a top rank, but depending on the other results, it can also be topped
by a large number of other results with relevance values > 0.8, leading
to a lower rank. Moreover, while a single relevance value (or even all
values in a ranking) may change, the order within the ranking may
still remain the same. Finally, as discussed in [94], it stands to reason
how the Imp measure translates to the results of a specific query, as the
changes to a knowledge base may have different effects on the results
depending on the applied retrieval method.

Accordingly, we propose an approach that looks at result rankings
instead of modifications on the input. This ranking-driven approach Ranking-driven

approachalso adheres to the cognitive aspect of IR, as the top of a ranking,
presenting the best results for a specific query, is in the users’ focus [2].
For DIR, this means that changes at the top of a ranking need to be
emphasized by a higher weight, as opposed to changes that affect the
lower ranks. The same applies to concepts that only appear in one of the
two rankings at hand: they change the result rankings and disappear
(and pop up, respectively) when going from one context to another.
These cases are also weighted higher in DIR as they change the overall
set of results. Both aspects are handled by the weighting mechanism
introduced in Section 3.3.

DIR provides a tool that is applicable independent of the actual
retrieval method, since the measure is based on the outcome of an
information retrieval task in different contexts. Note that the measure is
not intended to model – let alone explain – how human users compare
two given rankings. This question touches upon a number of issues
discussed in the cognitive sciences and is clearly out of scope for this
research. Instead, the intention behind DIR is to reflect how human
users quantify the differences between them. As discussed in Section 2.5,
the focus of this research is on cognitive plausibility (see Definition 8)
rather than cognitive adequacy.

Statistical rank correlation measures are not applicable in information
retrieval, as discussed in Section 3.1. They map to the interval [−1, 1],
where a value of 1 indicates identical rankings, −1 indicates perfectly
inverse rankings, and 0 indicates no statistical correlation. DIR takes a
different approach, mapping to the interval from 0 for equal rankings
to 1 for the extreme case where no result appears in both rankings. The
normalization to the interval [0, 1] allows for a comparison of DIR values
independent of the rankings’ lengths and their properties. DIR does
not produce negative values, since inverse rankings are both hard to
interpret and very unlikely to occur in the comparison of IR results. The
most important aspect, however, is the lack of a weighting mechanism
to stress differences at the top ranks. Consider the following example
of three different rankings that demonstrate this issue:

1. apple apple orange

2. mouse mouse mouse

3. tree tree tree

4. boat boat boat

5. goat ape ape
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Both the left and the right ranking differ in only one result from the
ranking in the middle, which leads to the same rank correlation of 0.7
based on Spearman’s ρ for both pairs of rankings. From a cognitive IR
perspective, however, the left two rankings are much more alike than
the right two rankings: while the former two only differ in the last
result, the latter differ in the top result which is in the focus of the IR
task.

The presentation of the results to the user is an important aspect in
human-computer information retrieval. Flat, list-style visualizations of
IR results do not provide any information about the actual relevance of
the shown results. These lists are the current standard, especially for
Web search. Novel visualization techniques, such as tag clouds, give
the user an impression of how good the results are. In particular, they
allow the user to assess how much better result 1 is than result 2, for
example. Figure 8 shows two visualizations of a result ranking from
geographic information retrieval: on the left, the results are presented
without any indication of the relevance of the results. The tag cloud
on the right indicates the relevance of the different results and the
differences between them by font size: the better the result, the bigger
the font used. Other visualization techniques also fall into these two
categories, such as lists with relevance values or groupings of results
into predefined categories [83]. An assumption that suggests itself is
that the visualization of information about the relevance of results
also influences user judgments of changes in result rankings. In orderEvaluation based on

result visualization to investigate whether this assumption holds, we have defined two
different versions of the DIR measure: DIRrank is solely based on the
position of the results in a ranking (i.e., the order within the ranking)
and is applied to list-style visualizations. In contrast, DIRrel takes the
relevance values of the individual results into account and is applied
to result visualizations that allow the user to assess the single results’
respective relevance.

Port IrrigationCanal 
Aqueduct  Canal  Dam  Sluice

1. Port
2. IrrigationCanal 
3. Aqueduct, Canal 
4. Dam
5. Sluice

Figure 8: Visualization of the same result ranking as a ranked list without
indication of the relevance values (left) and as a tag cloud, where the
results’ relevance determines the font size (right).

Both variants of DIR are symmetric measures. They are therefore not
sensitive to whether a query is first posed in context A and then in
context B, or the other way around. In contrast, most semantic similarity
measures [108, 86, 159, 83] are asymmetric. Tversky [186] has shown
in a series of human participants tests that similarity assessments are
strongly influenced by the prominence of the concepts to be compared.
The less prominent concept was shown to be rated more similar to
the more prominent one than vice versa; for example, North Korea
was constantly rated more similar to China than vice versa. While
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such effects of prominence or relative salience are also to be expected
when comparing IR result rankings, it is not possible to take them into
account without knowledge about the query and the result contents.
We can therefore not take them into account on a generic level and
specify DIR as a symmetric measure. The mathematical definitions of
the two variants of DIR will be introduced in the following subsection.

3.3 formalization

DIR is based on the comparison of two result rankings, where a ranking
R consists of an ordered set of ranks. Each rank consists of a relevance
value v ∈ [0, 1] and a non-empty set of results k, where v represents
the relevance of the results k (i.e., a rank groups all results of the same
relevance). We assume that the ranks are in descending order with
respect to the relevance values. Each rank is assigned an ascending
rank number n, such that

R = 〈{1, v1, (ki, . . . ,kj)}, {2, v2, (kl, . . . ,kp)}, . . . ,

{n, vn, (kq, . . . ,kr)}〉, where v1 > v2 > · · · > vn.
(3.2)

DIR is based on the shift that every concept k undergoes when a query
is posed in two different contexts. This shift is calculated for every
result that is part of either of the two rankings (or both). Based on the
position in either ranking, individual weights are assigned to all shift
values. The sum of all weighted shifts is then divided by the maximum
possible dissimilarity md for normalization. By slight abuse of notation,
we denote the appearance of a result k in a ranking M as k ∈M. For a
pair of result rankings M, N, we define DIR as

DIR(M,N) =

∑
shift(k) ∗weight(k)

md(M,N)
,k ∈ {N∪M}. (3.3)

As mentioned above, DIR is symmetric, i.e., DIR(M,N) = DIR(N,M). In
the following, we define the shift, weight, and md functions for the
two variants DIRrank and DIRrel.

the shift function. The basic formalization of DIR shown in
Equation 3.3 can be filled with different functions depending on whether
relevance values should be taken into account or not. The shift function Rank-based and

relevance-based shiftfor a purely rank-based DIR is the difference in rank number between
the two rankings. A special case occurs when the result appears in only
one of the two rankings: in this case, the shift is the distance between its
current position and the position “behind” the last rank of the longer
ranking (see Figure 9). We therefore treat the result as if it drops out of
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Figure 9: When a result appears in one ranking, but not in the other (such as
Port in this example), it is treated by shiftrank like it dropped out of
the longer of the two rankings. The calculated values for this example
are shiftrank (Port) = 3, shiftrank (IrrigationCanal) = 1, and shiftrank
(Aqueduct) = 1.

the longer ranking3. Let |M| be the number of ranks (not results) in M
(and |N| the number of ranks in N), we define the rank-based shift as

shiftrank(k) =


|rankk(M) − rankk(N)| if k ∈M ∧ k ∈ N,

|M|− rankk(M) + 1 if k /∈ N,

|M|− rankk(N) + 1 if k /∈M.

(3.4)

The relevance-based shift function takes the same approach, though
based on relevance values instead of ranks. It takes the relevance dif-
ferences into account. The special case where a result appears in only
one of the two rankings does not require special handling: results that
do not appear in a ranking have a relevance value v of 0, so that the
following equation covers all possible cases:

shiftrel(k) = |vk(M) − vk(N)| (3.5)

the weighting function. The purpose of the weighting function
is to stress shifts that affect the top of either ranking. DIR’s weighting
function, which is used both for DIRrank and DIRrel, employs the rank
number to determine the weight. One could think of the weights as
inverse rank numbers, i.e. in a ranking M, rank no. 1 is weighted |M|,
rank no. 2 is weighted |M|− 1, and so forth. The last rank is weighted 1.
The maximum possible weight is determined by the longer of the two
rankings. As for shiftrank, two different cases have to be distinguished:
If a result appears in both rankings, the higher of the two calculated
weights (the “inverse ranks”) is used. This stresses changes at the top of
the rankings and puts the weight in relation to the maximum possible
weight for the given configuration (i.e., the weight for the results at
rank 1 in the longer ranking). If the result appears in only one ranking,
the total number of ranks of the longer ranking is used as the weight, so
that the maximum weight applies. This stresses results that pop up or

3 Shifting a result “behind” its own ranking’s last rank does not work here. For rankings
with a big difference in length, this can produce situations where the shift of a result
from the top of a short ranking to the end of a long ranking would exceed the shiftrank
value for dropping out, which is supposed to be the maximum possible shift.
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Context A
1. Port
2. IrrigationCanal 
3. Aqueduct

Context B
1. IrrigationCanal 
2. Aqueduct

Weights
Port     3
IrrigationCanal  3
Aqueduct   2

Figure 10: Weights for the example shown in Figure 9.

disappear during a context change, as explained in Section 3.2. Figure 10

shows two sample rankings and the resulting weights. Assuming that
M is the longer (or equal) ranking, i.e. |M| > |N|, the weighting function
is defined as

weight(k) =



1+ max(|M|− rankk(M), |M|− rankk(N))

if k ∈M∧ k ∈ N,

|M| if k /∈M∨ k /∈ N.

(3.6)

determining the maximum dissimilarity. According to Equa-
tion 3.3, the sum of all single impact values,

∑
shift(k) ∗weight(k), is

then divided by the maximum possible dissimilarity value for nor-
malization. The maximum dissimilarity md is reached when the two
rankings are completely different. To calculate this value, we assume
that this is the case for the given constellation of rankings with their
specific relevance values and corresponding ranks. This maximum dis- Rank-based and

relevance-based
maximum
dissimilarity

similarity value depends on the shift function, therefore, the calculation
of md is different for the rank-based and the relevance-based versions
of DIR. For the rank-based version, this means that every concept is
shifted out of its ranking and weighted according to the number of
ranks in the longer ranking. Correspondingly, just like the shift func-
tion, the maximum possible impact depends on the lengths of the two
rankings, and on the number of concepts at every rank. Let k ∈ rm be
the concepts at rank m, |k ∈ rm| the number of concepts at rank m, and
given |M| > |N|, the maximum impact for the rank-based DIR is

mdrank(M,N) = |M| ∗ (
|M|∑
m=1

(|M|+ 1−m) ∗ |k ∈ rm|+

|N|∑
n=1

(|M|+ 1−n) ∗ |k ∈ rn|).

(3.7)

For the relevance-based DIR, this straight-forward calculation based
on rank numbers is not possible. Instead, the relevance value at a
given rank must be taken into account. Accordingly, mdrel additionally
depends on the exact relevance values associated with the ranks. Let
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vm be the relevance value at rank m, the maximum impact for the
relevance-based DIR is

mdrel(M,N) = |M| ∗ (
|M|∑
m=1

vm ∗ |k ∈ rm|+

|N|∑
n=1

vn ∗ |k ∈ rn|). (3.8)

The difference between mdrank and mdrel is therefore in the calcu-
lation of the maximum shift per result: while mdrank pushes every
result out of the longer ranking (|M|+ 1−m), mdrel drops the rele-
vance values of all results to 0, so that the shift is vm for every result.
Both versions of md provide the maximum possible impact value for a
given configuration of two relevance rankings. It is thus made sure that
whenever two completely different result rankings are passed to DIR,
it will return the value 1.
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4H U M A N PA RT I C I PA N T S T E S T

To make sure that DIR measurements reflect the users’ impression of
changes in IR result rankings, the measure’s cognitive plausibility has
been evaluated in two human participants tests. This chapter is thus
concerned with testing the hypothesis phrased in Section 1.3. In the
first test (Section 4.1), the participants were to compare two randomly
generated result rankings to a reference ranking and rate which of
them differed more from the reference ranking. In the second test
(Section 4.2), the task was to rate the difference between two randomly
generated rankings by positioning a slider between the two extremes
indistinguishable and no commonalities. For both tests, the participants’
judgments were statistically evaluated1. The results are discussed in
Section 4.3.

4.1 test one: judgment by order

The first human participants test (referred to as test one in the following)
consisted in the task to compare two result rankings to a third reference
ranking. The participants were students at the University of California,
Santa Barbara.

test setup. Test one was a computer based test. The screen pre-
sented to the participants is shown in Figure 11. The participants had to
rate which of the bottom two rankings differs more from the reference
ranking at the top. Three options were given to choose from: one could
either select the left or right ranking to be more different from the
reference ranking, or alternatively choose “cannot decide”. The first
test therefore focussed on the order of the different DIR values and its
correlation with the order of the participant judgments [163, 84].

Though designed for completion on the Web, the test was not pub-
licly accessible2. Login information was only provided for registered
participants, who were shown an introductory page with an example to
clarify the task. In some cases, the test was completed in a university lab;
however, no additional instructions were provided. It was thus made
sure that every participant received the same information. Moreover,
written instructions have been shown to be preferred by participants
over spoken instructions [67].

Both the list style and the tag cloud visualization techniques were
tested and every participant was shown all tasks using only one of
them. The result rankings contained existing English words. For every

1 The data collected during the two human participants tests are available for download at
http://ifgi.uni-muenster.de/~kessler/phd/hpt-data.zip

2 After the study, the first human participants test has been made publicly available at
http://v-simcat.uni-muenster.de:8080/UCSB-Test/.
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Figure 11: Screen shot of single comparison tasks in test one for the relevance-
based (left) and rank-based (right) DIR variant.

participant, ten comparison tasks were randomly generated so that
the ten difference3 values (diff ) were equally distributed between 0Difference-based

testing and 1: for every randomly generated triplet, DIRL =DIR(Left, Refer-
ence) and DIRR =DIR(Right, Reference) were calculated, so that diff
= |DIRL−DIRR|. The diff values for the 10 tests shown to every partici-
pant were distributed randomly between 0 and 1. The assumption for
the test was that the bigger the diff value, the easier it should be for a
participant to decide, reflected in higher numbers of judgments in line
with DIR. Moreover, it was assumed that tasks with a bigger diff value
are solved in less time than those with smaller diff values, i.e., that there
is a negative correlation between the time required per task and the diff
value for the task. The time required to complete a single comparison
task was logged to evaluate whether this assumption holds.

evaluation. The participants in test one consisted of a group of 52
undergraduate students of the Geography 5 class at the University of
California, Santa Barbara, who received credit points for participation.
The participants were between age 17 and 27, with a mean age of 18.5.
The group consisted of 37 female and 14 male4 participants majoring
in different fields, most of them still undecided about their major.

The evaluation of test one was carried out on the complete collec-
tion of all 52 participant datasets. Figure 12 gives an overview of the
collected data and shows that the cases where the participant judge-
ments coincide with the calculated diff value based on DIR form the
large majority. Nonetheless, some participants largely disagree with
the calculated values, such as participant 02 in the list visualization, or
participant 05 in the tag cloud visualization. Out of the 520 comparison
tasks completed by the participants, 341 (∼ 66%) were judged in com-

3 The DIR values for the evaluations of the two tests were calculated using a Java im-
plementation of the measure which is available from http://ifgi.uni-muenster.de/

~kessler/phd/DIR.zip.
4 One participant did not provide any personal information.
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 – Test ID
 – Participant age & sex (red = female, blue = male)

 – Participant judgment = DIR judgment
 – Participant judgment  DIR judgment
 – Participant could not decide

Time needed for task:

0.8 sec 54.7 sec 108.4 sec

Figure 12: Results for the 52 participants in test one. Every row in the two
columns represents one participant, with one circle per comparison
task. The circle’s color indicates whether the user judgment matches
DIR, the circle area reflects the time the participant needed to answer.
The circles’ positions in the row reflect the respective diff values [93].
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pliance with DIR, 111 (∼ 21%) were judged inconsistent with DIR, and
in 68 cases (∼ 13%), the participants could not decide.

Figure 13 shows the distribution of “correctly” (i.e., in line with DIR),
“falsely” (contradicting DIR) and undecided tasks per user. The bottom
histogram shows that only 5 participants (∼ 10%) judged more than 4
tasks contradicting DIR; for comparison, 22 participants (∼ 42%) judged
only 1 task contradicting DIR. The top left histogram shows that 37
participants (∼ 71%) judged more than half of the tasks according to
DIR. These numbers indicate a strong agreement of the participants
with the DIR measure, which is supported by the results of a test for
correlation. For this test, all 520 tasks completed by the participants
were split into 20 groups of 26 tasks each. For each group, the mean diff
value and the number of participant judgments that were in line with
DIR were computed. Since the resulting ranks are not equidistant, the
correlation between mean diff value and number of ‘correctly’ solved
tasks was tested using Kendall’s τ. The test yields a positive correlation
of τ = 0.602. The result is significant at the 1% level (p= 0.000029).
Therefore, the null hypothesis of no correlation can be falsified, and we
can accept the alternative hypothesis that higher differences between
the DIR values lead to a higher recognition rate among the participants.

The second hypothesis to test was that a higher diff value in a specific
task also allows the participants to solve it faster. Looking for a negative
linear correlation between the respective diff values and logged com-
pletion times, Pearson’s product-moment correlation was calculated
for the 520 single tasks. The test yields a slight negative correlation of
ρ = −0.11, which is significant at the 5% level (p= 0.0123). Accordingly,
the diff values have a comparably small (yet statistically significant)
effect on the time required to solve a task.

The development of the two different versions of DIR followed the
assumption that user judgements depend on whether the result visu-
alization includes hints on inter-rank distances or not. If this is the
case, the correct choice between DIRrel and DIRrank with respect toRelevance-based

versus rank-based
DIR

the presentation of the results should increase the correlation between
user judgements and the DIR calculations. To test this hypothesis, the
two correlation values were also calculated with a dataset where the
diff values for all tasks carried out by the participants were computed
using DIRrank. The DIR values were thus only based on the order of
the results, independent of whether the participants were shown tag
clouds containing information on inter-rank distance. In this setting,
Kendall’s τ yields a positive correlation of τ = 0.613, significant at the
1% level (p= 0.00020). The correlation is thus even slightly stronger
when DIR is calculated solely based on ranks, which suggests that
DIRrank is a plausible measure for perceived changes in result rankings,
independent of result visualization. Accordingly, inter-rank distance
seems to play a secondary role for users, who seem to focus on the
order of the results. The correlation between diff values and completion
times remains largely unchanged by the limitation to DIRrank.
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Figure 13: Histograms of the number of tasks solved in line with DIR (1), unde-
cided tasks (2) and tasks solved contradicting DIR (3) per participant.
In the left histogram, for example, the rightmost bar shows that 3

participants had solved all 10 tasks in line with DIR [93].

4.2 test two : judgment by numbers

The second test (referred to as test two below) focused on a direct
comparison of DIR values. It was run as an open online test where
everyone could participate.

test setup. Test two was also designed as a Web-based test5, yet
with an open call. As in test one, participants were shown randomly
generated result rankings visualized either as tag clouds or lists (see
Figure 14). The objective of this test was to investigate whether the
DIR measure does not only correlate with participant judgments in
terms of order, but also in terms of the actual values. The participants’
task consisted in comparing pairs of result rankings and answering the
question “how much does the left result set differ from the one on the
right in your opinion?”. To answer this question, the participants had to
move a slider ranging from “indistinguishable” to “no commonalities”.

5 The test is available online at http://v-simcat.uni-muenster.de:8080/OnlineCIMTest/
UserTest?language=en.
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Figure 14: Screen shots of single comparison tasks in test one for the relevance-
based (top) and the rank-based (bottom) DIR variants [93].

The position of the slider was internally mapped to values in the
interval [0, 1].

The test was available in English and German to increase the number
of potential participants. It was explained with an example and some
background information on an introductory Web page. The participants
were specifically advised that there are no right or wrong answers in the
test to make sure that they adjust the slider according to their personal
opinion. In addition to the slider position, the time every participant
spent on every pair of result rankings until he or she committed the
judgment was logged. Each ranking of test data was stored along with
the computer’s IP address to make sure that every participant takes the
test only once.

As in test one, every participant was presented with all comparison
tasks using the same visualization technique – either list-based or as
a tag cloud – to avoid confusion. The result rankings were limited to
seven entries on either side to prevent cognitive overload, as a high
number of results in the two rankings would have made it very hard for
the participants to thoroughly compare the rankings based on the single
results. As opposed to test one, the results in the rankings consisted
of made-up words, so that the participants could not perform anyMade-up words and

color-coding undesirable reasoning on the result rankings, such as “result ranking A
contains ‘tree’ and result ranking B contains ‘apple’, therefore. . . ”. Moreover,
these made up words guaranteed that the German and the English
speaking participants could be shown the same test data. The entries
were also color-coded to facilitate recognition of identical entries in the
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two result rankings. Entries appearing in both rankings were displayed
in the same color, whereas entries shown only either left or right were
displayed in black.

The seven pairs of result rankings were arranged according to pre-
defined ranges using DIR. Every participant was shown two extreme
cases, one with completely identical rankings (DIR = 0) and one with
completely different rankings (no common entries, DIR = 1). These two
cases were included to make sure that every participant had read and
understood the instructions. The remaining five were generated so that
the corresponding DIR values were within five equal intervals between
0 and 1 (i.e., [0.0, 0.2[, [0.2, 0.4[ . . . [0.8, 1.0]). The seven tests were ran-
domly generated for every new participant and presented in random
order.

evaluation. The 81 participants who took the test were anonymous
volunteers recruited by distributing an announcement on several mail-
ing lists. As no compensation was granted for participation, the test
was intentionally kept very short to avoid participants from getting
bored and breaking off in the middle of the test. No personal data such
as age, sex, or occupation were collected, as the reliability of such data
in an open, Web-based human participants test is per se very limited.
It is very likely that the majority are adults with a college education
background, given that the call was distributed on several geography,
geoinformatics and computer science mailing lists.

Out of the 81 participants who took test two, 42 were shown the
rank-based test and 39 were shown the relevance-based test. Only tests Preselection

where the participants had correctly understood the instructions were
taken into account for the statistical analysis: if one of the two extreme
cases contained in each test (DIR = 0 or DIR = 1) were judged more
than 0.25 “off” (user judgment > 0.25 and < 0.75, respectively), these
tests were not used any further. After this filtering, 31 rank-based and
25 relevance-based tests were used for evaluation. For this collection
of 56 tests, the participants spent a mean time of 4 min, 16 sec on
the completion (including instructions) and a mean time of 2 min, 14
sec on reading the instructions. It it thus safe to assume that the tests
used for evaluation were completed thoroughly and that the according
participants had read the instructions and understood the task.

Figure 15 shows bubble plots of DIR values against the values se-
lected by the participants using the slider. The bubble size reflects the
time spent on the respective task. The distribution of the bubbles, each
representing the result of one task completed by a participant, already
gives an impression of the high variance of the user judgments com-
pared to the calculated DIR values (see also Figure 16). Nonetheless,
the regression line in Figure 15 shows that the calculated DIR values
generally follow the same trend as the participant values.

The correlation between the user judgments and computed DIR
values for test two can be calculated directly on the values entered by
the users; it is not necessary to group the tasks, as in the evaluation of
test one. When both visualization types are analyzed with the respective
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Figure 15: Bubble plots with regression lines of the calculated DIR values
against the participant judgments for list visualization (left, with
DIRrank) and tag cloud visualization (right, with DIRrel) in test
two. The bubble size indicates the logged completion time for the
respective task [93].

Figure 16: Box plots of the two variants of test two, showing the deviation of
the participant judgments from the computed DIR values. The left
box shows both visualization types with their corresponding DIR
variants, the right box shows all 392 tasks solved by the participants
compared to DIRrank [93].
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DIR variant, Pearson’s product-moment correlation yields a positive
correlation of 0.805, significant at the 1% level.

In this constellation, the logged completion time correlates slightly
with the respective DIR values at 0.106, significant at the 5% level.
Interestingly, the users thus needed slightly longer, the more different
(according to DIR) the two shown rankings were.

For test two, we also analyzed the effect of the choice of DIR method
on the correlation. If all results are recalculated using only DIRrank, the
correlation between user judgments and DIR values decreases slightly
to 0.803 (significant at the 1% level). The correlation between DIR values
and completion times does not change notably either, dropping to 0.102.

4.3 results & discussion

Two human participants tests were carried out to test the hypothesis that
dissimilarity measurements for information retrieval results calculated
using the DIR method correlate strongly with human dissimilarity
judgments (see Section 1.3). The evaluation of the test data leads to the
result that this hypothesis cannot be falsified. In both cases, the human
judgments correlate with the DIR values, significant at the 1% level.

The most striking outcome of the evaluation is the fact that the
purely rank-based variant of DIR correlates equally strong with the
participant judgments. Apparently, users do not take the relevance
values of the results into account when they compare two rankings.
While the information that, for example, result 1 is twice as good as
result 2, is certainly valuable from an objective point of view, users do
not seem to distinguish this from a case where result 1 is only slightly
better than result 2. The outcome of the two human participants tests Ignorance of

relevance
information

thus confirms the approach taken by all popular Web search engines
in presenting their results to the users as flat lists. At the same time, it
renders DIRrel superflous, at least for the cases studied in this research.
This may change when applying the measure to real IR use cases, where
users typically only skim through the results and do not take such a
close look as the participants in these two studies.

The evaluation of both human participants tests revealed a strong
correlation between the calculated DIR values and the respective par-
ticipant judgments. Completion time, however, does not seem to be
influenced by how different (according to DIR) the presented result
rankings are. A slight negative correlation could be observed in test
one, showing that the more different two pairs of result rankings were,
the faster the tasks were solved. The evaluation of test two did not sup-
port this finding, though. Since in both cases, the correlation was very
weak, we have to assume that there is no connection between DIR and
processing times – at least at the level of number of results presented
in this study. A stronger correlation may turn out with higher numbers
of results presented to the participants. Previous research indicates that
the small number of results presented to the participants were still
within a range that can easily be processed [129]. It thus remains to
be shown whether this finding also holds when the participants are
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shown large numbers of results. Moreover, this outcome may have been
influenced by the setting of the study, where all participants looked
thoroughly at the tasks before submitting their judgments; to further in-
vestigate this correlation, observing users in solving actual information
retrieval tasks seems to be a promising approach.

For both tests presented in this chapter, the participants can be
assumed to be experienced Web users who are familiar with IR systems,
at least in the form of Web search engines. Test one was even completed
by a group of participants consisting only of digital natives who have
grown up with the Web. We cannot deduce from the test data whether
these findings transfer to other user groups (and to what degree).
However, with the growing number of Internet users, it is very likely
that these results apply to an increasing fraction of the population
that can be described as experienced Web users. Due to sample sizes
and participant selection, it was not possible to test any effects of the
participants’ age or gender. Whether these play a role remains as an
open question for future research.

Chapter 3 has introduced a novel method to compute the dissimi-
larity of information retrieval result rankings. Its cognitive plausibility
was verified in two human participants tests in this chapter. While
this method can be applied to identify relevant contextual aspects that
influence the outcome of an IR task, it does not solve the problem of
modeling and managing context in an IR application. In the following
chapter, we introduce a novel method for context representation based
on Semantic Web standards. Its usefulness in application development
is shown in Chapter 6, along with a demonstration of DIR as a selector
for relevant context information.
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5A C O N T E X T M O D E L F O R S E M A N T I C S - B A S E D
I N F O R M AT I O N R E T R I E VA L

This chapter describes an approach for a generic implementation of a
context model for information retrieval from semantically annotated
information using the Semantic Web Rule Language. Based on the
requirements analysis in Section 5.1, we develop a user model (Sec-
tion 5.2) that allows personalized retrieval. In Section 5.3, we show
how a novel SWRL buit-in allows the retrieval process to be adapted to
the current conditions including information from real-world sensors.
Theoretical and practical implications of the approach are discussed in
Section 5.4.

5.1 requirements analysis : characteristics of a context

model

The process of requirements analysis is the standard approach to gen-
erate a solid foundation for large-scale commercial software products.
According to Maciaszek [120] – whose methodology we will follow
in this section – requirements analysis is specifically critical for in-
formation systems. He distinguishes three levels of management that
information systems are developed for: operational, tactical and strate-
gic. Knowledge processing systems, which also include the ontologies Knowledge

processing systemsand the corresponding management tools discussed in this thesis, fall
into the category of information systems for the strategic management
layer. In many cases, such systems require detailed representation of
business processes. Developing knowledge processing systems is espe-
cially demanding because of the potentially large number of users that
may have very different expectations concerning the system’s function-
ality. The success of a software development project inherently depends
on whether the developed system works the way users expect it to
work. This aspect also concerns the cognitive engineering background
of this work (see Section 2.5).

While the full software development lifecycle covers the phases of
analysis, design, implementation, integration, deployment, operation
and maintenance [120, p.26], we will restrict the considerations here to
the analysis phase and touch upon design and implementation, as we
limit ourselves to a high-level description of a generic implementation
approach in this chapter. In the following, we will go through the phases
of requirements determination, requirements specification, as well as
design and architecture. Throughout this chapter, we will describe the
general process of developing a context-aware semantics-based tool
for information retrieval, thus treating the context model as a setup
consisting of several software components. Existing standards and open
source solutions will be used where possible.
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requirements determination. The goal of the requirements
determination phase is to analyze and document the hierarchy of (busi-
ness) processes underlying the application to be developed. Figure 17

shows an overview of the context-aware IR process from ontologies
in the Business Process Modeling Notation1 (BPMN). From a user’s
perspective, the retrieval process splits down to four subprocesses.
Management of the knowledge base is a general prerequisite which
makes sure that a stable conceptualization and information annotated
with this conceptualization is at hand. This process may or may not
be part of the functionality accessible to the user; an implementation
for end users should try to hide most of this complexity from the user.
Management of context dependencies based on input from sensors and
the user herself enables context-aware retrieval based on the aspects
selected using the DIR measure. This process requires user input, at
least at the level of creating a user profile. Query formalisation and
result interpretation (including visualization) are not further analyzed
here, since they fall into the category of user interface issues that are too
application specific to be handled at a generic level2. In the following,
we detail the system services that are required to build a software rep-
resentation of the processes underlying context-aware, semantics-based
information retrieval. Moreover, we discuss constraints imposed on the
implementation.

–

–

+

– + +

Context-aware semantics-based
information retrieval

Knowledge base
management

Sensor
management +

User input

Context dependency
management

Query
formulation

Result
interpretation

–

Ontology
management

–

Instance
acquisition &
management

Figure 17: Process hierarchy for the retrieval task. Processes marked with a −

indicate atomic processes, while processes whose subprocesses are
not shown are marked with a +.

The core functionality of the system is to allow the user to poseSystem services

queries to a knowledge base (i.e., a populated ontology) that take the
current context into account when they are processed. In particular, the
system must be able to (a) adapt the results to the user’s preferences
and (b) adapt the results to external contextual information provided
by sensors. Moreover, the system allows the user to change her pro-
file and thus the way the system reacts to context changes. While the

1 See http://omg.org/spec/BPMN/1.2/.
2 The user interface of the surf spot finder will be discussed in Section 6.2.
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system adheres to existing standards of the Semantic Web to maxi-
mize interoperability and the number of potential input sources, the
applied retrieval algorithm must be easy to replace. The component
of the application that enables the context-awareness must therefore
act as a transparent proxy between the IR method and the knowledge
base. Figure 18 shows the relationship between this context model, the
knowledge base, and the retrieval method.

Context
model

Information
retrieval method

Knowledge
representation

must be 
compatible with

must work on

Figure 18: The information retrieval method must always be applicable to
the language chosen for knowledge representation. Likewise, the
context model must be able to interoperate with the knowledge
representation and make its information available for the retrieval
method. In this thesis, we stick to the languages of the Semantic Web
to ensure this interoperability between the three components.

The constraints for the system implementation are imposed by the
Semantic Web standards it should adhere to. The Resource Description System constraints

Framework (RDF) [123] and the Web Ontology Language (OWL) [189]
are the most important standards to mention here (see also Section 2.3).
The system component handling context awareness must therefore be
compatible with knowledge bases expressed in OWL. The acquisition of
information from sensors is the second important area where existing
standards need to be considered. The Open Geospatial Consortium3

(OGC) has developed a number of standards under the umbrella of
the Sensor Web Enablement (SWE) [26] initiative that are implemented
for a rapidly increasing number of sensors around the world. In order
to maximize the number of potential input sensors for the system, the
implementation must also be compliant with the OGC SWE standards.

requirements specification. The aim of the requirements spec-
ification process is to determine system states and changes between
them, as well as the system’s behavior. Figure 19 shows the five use

3 See http://opengeospatial.org.
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Context-aware
query

Modify
knowledge base

Modify user
pro�le

Load
knowledge base

Load
sensor data

Figure 19: Use cases within the context-aware semantics-based IR system.

cases covered by the system, where the context aware query and modify
profile use cases are triggered by the user:

1. Context aware query. The main use case from the user’s perspec-
tive is posing a context aware query, where the results returned
by the system are adapted to her user profile and the current con-
ditions measured by sensors. To complete this task, the system
internally triggers the Modify knowledge base use case.

2. Modify profile. In order to make sure that the user’s profile always
reflects her preferences (which may change over time), the system
must allow her to edit the profile.

3. Modify knowledge base. This use case is performed by the sys-
tem to adapt the knowledge base according to the user profile.
The approach will be detailed in Section 5.2. It invokes the load
knowledge base and load sensor data use cases.

4. Load knowledge base. Before the knowledge base can be adapted
according to the user preferences, it must be loaded into the
system.

5. Load sensor data. The adaptation of the knowledge base is based
on a combination of the user preferences and the current real-
world conditions provided by sensors. Access to the sensor data
is detailed below.

The different use cases have been transformed into a sequence dia-
gram in Figure 20 that shows the order in which the different steps are
completed, and which components are involved at which step of the
task.

design and architecture . The requirements determination and
specification phases provided an abstract view on the system to be
developed. They concentrated on the identification of (business) pro-
cesses the system needs to represent, and one of the components that
are required to realize this system. The development of design and
architecture, in contrast, provides the foundation for the actual imple-
mentation of the system. The deployment diagram in Figure 21 shows
an overview of the components of the system and their interaction.
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User

Query Engine

1. query(String: Term)

KB Manager Context Manager Sensor Web

2. editMyPro�le()

1.1 getContextualKB(KB: KB)
1.1.1 loadKB(KB: KB)

1.1.3 modifyKB()

1.1.2 loadModi�cations(Pro�le: User) 1.1.2.1 identifySensors()

1.1.2.2 getObservations()

2.1 validateChanges()

2.2 editPro�le(Pro�le: User)

Figure 20: Sequence diagram for the two interaction options the user has with
the system: pose context aware queries (1) and edit her profile (2).

Client
machine
(Web browser)

Ontology
Repository

Sensor
Web
Service

1..*              1

1              1..*

1              1..*

Application Server

<<deploy>>

<<artifact>>
index.html

<<component>>
QueryEngine

<<component>>
KnowledgeBaseManager

<<component>>
ContextManager

Figure 21: Deployment diagram for the system, making use of existing ontology
repositories and sensor web services.
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We assume that the client system runs in a Web browser and is
therefore independent of any specific prerequisites on the user side
concerning a specific operating system or software that needs to be
installed. The main components to be developed are found on the ap-
plication server side. As mentioned before, the goal is to reuse existing
software wherever possible. We will use the Protégé ontology editor4Protégé

as the main component for knowledge base management. Protégé is an
open-source knowledge base framework that supports the development
of OWL ontologies with a graphical user interface. Moreover, the com-
munity has developed variants of Protégé which support collaborative
editing of an ontology. This is realized either by connecting the Protégé
application to the Protégé server [184], or via the Web Protégé [185]
interface that runs in a Web browser. Besides these different variants
focusing on different user interfaces, Protégé’s API can also be accessed
directly from third party code, which is the approach we take here for
the application server.

We have picked Protégé as the component for knowledge base man-
agement because of its wide user base and the broad range of available
plugins. One such extension to the core Protégé functionality is the
integration of plugins for editing and executing rules defined in the
Semantic Web Rule Language. In the following, we will demonstrate
how SWRL – and particularly its support for custom built-ins – can be
used to implement a system for context-aware semantics-based IR as
specified above.

5.2 user model

Context-aware information retrieval requires an interpretation of the
processed information with respect to the user. It depends on the user’s
personal preferences whether a shop has interesting offers, a blog article
is worth reading or a surf spot is adequate with respect to the user’s
expectations and abilities. OWL-based ontologies on the Semantic Web,
however, lack the processing and mapping capabilities that are required
to express such dependencies on the user profile. It is not possible to
specify that a user finds surf spots with rocky bottoms too dangerous,
or that another one finds waves below 6ft unattractive. This problem
becomes even more evident when the application incorporates Linked
Data [20] from other sources around the Web, which cannot (and should
not) be changed based on a user’s personal preferences. We are thus
looking for a workflow for the context management component (see
Figure 21) that enables temporary changes to a personalized copy of the
ontology based on the users profile. The problem at hand is thus to
find a mechanism that allows for personalized mappings between the
numeric sensor world and information stored in ontologies, as shown
in Figure 22. In the following, we describe how semantic rules can be
applied for this task. A similar – yet more high level – approach based
on rules has been put forward by Roman et al. [160], who introduced

4 See http://protege.stanford.edu.
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Symbol-based ontology

Sensor data

Location
coordinates

Time

Numeric context information

Mapping
mechanism......

Figure 22: Context-aware geographical information retrieval on the Semantic
Web requires a mapping from the context model (left) to the static
ontological information (right) [95].

a formal context model where the rules specify the different context
variables’ behavior.

We have selected the Semantic Web Rule Language (SWRL) [76] for
the implementation. As discussed in Section 2.3, SWRL extends OWL
by Horn-like clauses [73] that enable n-ary relationships. Existing built-
ins as well as the possibility to develop custom built-ins for specific
reasoning tasks are the main reason to pick SWRL. To the best of our
knowledge, there exists no standardized rule language that extends
OWL with additional inference mechanisms. At the time of writing of
this thesis, SWRL has the status of a W3C submission and is therefore
designed for integration with existing W3C Semantic Web standards,
though not a standard by itself yet.

SWRL rules are part of the ontology. They are instances of the
swrl:Imp class, which defines implication rules in the SWRL ontology5.
Accordingly, the knowledge base management and context manage-
ment components of the implementation (see Figure 21) have to be
tightly integrated. Two of the plugins available for the Protégé ontology
editor are the SWRL Tab and the Jess Tab6. While the former is an editor
for SWRL rules with basic syntax checking, the latter allows the user to
transfer the knowledge base and the rules to the Jess rule engine7. The Rule engines

rules can then be executed and inferred knowledge can be transferred
back into the knowledge base, such as reclassifications of individuals.
While Jess itself is not open source software, it is the only rule engine

5 See http://w3.org/Submission/SWRL/swrl.owl.
6 See http://protege.cim3.net/cgi-bin/wiki.pl?SWRLTab and
http://protege.cim3.net/cgi-bin/wiki.pl?SWRLJessTab.

7 See http://jessrules.com.
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that has been integrated into Protégé with full support for custom built-
ins (discussed below). We thus picked the combination of Protégé and
Jess, using one of the free licenses that can be obtained for academic
use. It can be expected that more (and open source) rule engines will
be integrated with Protégé in the future to provide a broader selection
for the execution of SWRL rules. This setup needs to be wrapped as an
HTTP server to be made accessible for the browser-based user interface;
details on a specific implementation of this approach will be provided
in Chapter 6. The following section demonstrates how SWRL rules
using built-ins can be utilized to represent a user model as shown in
Figure 23.

Mapping
mechanism

Task
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r 1
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Figure 23: The contents of the mapping mechanism black box shown in Fig-
ure 22: The mapping consists of task model (green, not further
specified), context model (red) and user models (blue). The context
model provides access to dynamically changing information from
sensors as described in Section 5.3, which is then fed into the user
models. The user models, each consisting of a SWRL rule, filter the
incoming context information based to the users’ preferences [95].

user model formalization in swrl . A user model can be rep-
resented as a set of preferences specified by the user (or learned by an
adaptive user interface, which is out of scope for this research). We will
first discuss the straight forward case where the user specifies concrete
constraints in her profile, and how these can be implemented in the an-
tecedent of a SWRL rule. This body of a rule can be used to represent a
conjunction of the different aspects of a user’s preferences. We illustrate
this approach with an example from the Surf Spot Finder application
outlined in Section 1.5. Consider the following rule which specifies that
a certain SurfSpot is reclassified as an AppropriateSurfSpot if it has a
SandyBottom (for users afraid of potential dangers):

01 SurfSpot(?spot) ∧

02 hasBottom(?spot, ?bottom) ∧

03 SandyBottom(?bottom)

04 → AppropriateSurfSpot(?spot)

When executing this rule, the rule engine reasons about the individu-
als in the ontology and first picks all individuals of the class SurfSpotReasoning about

classes and relations (line one). Those are then restricted to individuals with the relation
hasBottom (line two), which is filled with an individual from the class
SandyBottom (line three). For all individuals where lines one to three
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are evaluated as true, the head of the rule applies which reclassifies
them as individuals of the AppropriateSurfSpot class (a subclass of
SurfSpot in the ontology). Evidently, this approach requires that the
classes SurfSpot, SandyBottom and AppropriateSurfSpot, as well as
the relation hasBottom are defined in the ontology.

While the first example is restricted to reasoning about the indi-
viduals’ types and relations between them, the standard built-ins for
comparisons and mathematical calculations8 can be applied to reason
about the individual’s datatype property values. The following exam- Reasoning about

datatype propertiesple specifies the user preference for wave heights over 2.5 meters (the
question where the information on the current wave height comes from
is discussed in Section 5.3):

01 SurfSpot(?spot) ∧

02 hasWaveHeight(?spot, ?height) ∧

03 swrlb:greaterThan(?height, 2.5) ∧

04 → AppropriateSurfSpot(?spot)

As these two examples show, user preferences can be easily repre-
sented by a combination of restrictions about the individuals, types,
relations, and datatype property values. The rules can be further ex-
tended by SWRL’s date and time built-ins to enable spatio-temporal
reasoning, for example when looking for shops within a certain range
that are currently open. Combinations of such rules – where each rule
represents the set of one user’s preferences – can be applied to enable
SWRL-based group decision support [78]. The individuals that match
the combination of all users’ preferences would therefore also accommo-
date the preferences of the whole group. Obviously, this would require
the collection of rules to be free of conflicts. The combination of the pre-
vious wave height example with the atom swrlb:lessThan(?height,2)

would obviously not bear any results.
While we have simply reclassified matching individuals in the ex-

amples above, one could also imagine a selection of those individuals
via SQWRL9, a library of built-ins that extend SWRL with SQL-like
querying mechanisms. Both approaches have the drawback that they
do not provide ranked results: individuals in the knowledge base either
match the given criteria, or they do not. In order to use SWRL in a way
that is closer to other information retrieval approaches, we propose
a novel built-in that allows querying by example for the individuals’
datatype property values. For example, it would be more intuitive for
users if they could state that their preferred price for lunch is 6$, and
the retrieval component would return a ranked list of lunch options,
ordered by ascending price difference. This functionality is provided
by the ir:rank built-in, which takes a datatype property value, com- IR built-in

pares it against the values of the individuals under considerations, and
calculates a ranked list (see Section 3.3) of these individuals. Merging
such a ranked list back into the knowledge base does not make sense
(and would be hard to implement), since it merely represents the query

8 See http://www.daml.org/2004/04/swrl/builtins.html.
9 See http://protege.cim3.net/cgi-bin/wiki.pl?SQWRL.
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results for a single user’s preferences. The outcome must therefore
be passed to the query engine component (see Figure 21), which may
include it in further processing, such as combinations with other result
lists.

The implementation of custom built-ins is realized via Protégé’s
SWRL Built-in Bridge10. From the ontological perspective, new built-ins
must be individuals of the class BuiltIn, which is defined in the SWRL
ontology. This ontology has to be imported to enable the definition of
rules. The processing functionality that evaluates the single built-ins
must be written in Java as a class called SWRLBuiltInLibraryImpl. It
must override some standard methods required for built-in processing
and is dynamically loaded by the bridge.

A concrete example with user profiles represented in SWRL and an
application using the ir:rank built-in will be introduced in Chapter 6.
In the following, we will show how the built-in mechanism can be
used to make retrieval from ontologies context aware by including
measurements from the Sensor Web.

5.3 linking to real-world sensors

While we have demonstrated how SWRL rules can be employed as
user models, there is still a missing link to measurements from sensors
out in the real world. So far, dynamic values still have to be managed
and updated manually for the individuals in a knowledge base. This
is not only cumbersome, it also contradicts the idea of context-aware
computing. In this section, we outline an approach to this problem that
enables querying of sensors from within SWRL rules.

SWRL built-ins bear the potential to link OWL ontologies to external
information sources, such as the SQWRL built-ins mentioned above.
We adopt this approach for (geo)sensors [179]. In the following, we
describe how to collect observations from the Sensor Web from a SWRL
built-in. The presented approach allows for dynamic data type values
for specific instances in an otherwise static ontology. It can be regarded
as a more light-weight variant of the Semantic Sensor Web [171, 71],
which builds on fully annotated sensor web services. Other related
visions are the Semantic Reality [68] and the Semantic Geospatial Web
[46].

The Open Geospatial Consortium has introduced a number of ser-
vice specifications to enable a fully interoperable Sensor Web. One of
these standards is the Sensor Observation Service (SOS) [133], which
allows clients to request observations for a specific sensor via the
GetObservation request. Following the idea of “SQWRL for sensors”,Sensor Web built-in

we have developed the sos:getLastObservation built-in11. To keep
the approach as lightweight as possible, we only model the SOS’ core
properties:

10 See http://protege.cim3.net/cgi-bin/wiki.pl?SWRLBuiltInBridge.
11 The SWRL built-ins developed for this thesis are available from the 52◦ North Semantics

Community at http://52north.org/semantics.
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1. ServiceURL: The HTTP address under which the SOS can be
found online.

2. ObservedProperty: This property describes the phenomenon
that is observed. The corresponding definitions are provided
by phenomenon dictionaries that assign unique URNs, such as
urn:ogc:def:phenomenon:OGC:1.0.30:temperature.

3. ObservationOffering: A grouping of observations that is as-
signed a keyword for identification. The observations are of-
ten grouped by phenomenon at a more general level, such as
WeatherBerlin or WaterQualityRhine, or by region or time inter-
val.

4. FeatureOfInterest: An abstract feature in the sense of OGC’s
Geography Markup Language (GML) [144]. This can be a named
feature such as FOI_LakeConstance, specified by the services’
capabilities document, and it must have the ObservedProperty

as its property.

We use the feature of interest in our built-in as the link between
the basic sensor ontology12 and the concepts in the corresponding
application ontologies. For example, for the surf spot finder, the features
of interest of the Sensor Observation Services modeled in the ontology
are instances of the class SurfSpot. The corresponding workflow of
a SWRL-enabled OWL-ontology using the sos:getLastObservation

built-in is shown in Figure 24.
Using sos:getLastObservation thus requires the ontology to con-

tain an individual representing the SOS to be queried. This instance
is an individual of the class that can be generated from the SOS XML
schema13, both in its current basic form and in future more compre-
hensive versions. The usage pattern for the built-in binds the value
observed for the given ?foi, ?offering and property ?urn of an ?sos

individual to ?obsValue:

sos:getLastObservation(?obsValue, ?sos, ?foi, ?urn, ?offering)

With this built-in, it is possible to remove any dynamically changing
information from the ontology. It then only contains static information
about the individuals as well as the sensors measuring the dynamic
aspects, which are linked to the central concepts of the application
ontology as features of interest. The dynamic context information is
collected on demand, i.e., when the rules representing the user model
are executed. The actual communication with the Sensor Observation
Services is internally handled by 52 North’s OX Framework14. This OX Framework

Open Web Service Access Framework is a collection of open source
Java libraries for accessing different kinds of OGC Web Services that
integrates well with the Protégé- and Jess-based solution proposed in
this chapter.

12 The ontologies mentioned in this chapter are available from http://sim-dl.sf.net/

downloads/.
13 See http://schemas.opengis.net/sos/1.0.0/sosGetCapabilities.xsd.
14 See http://52north.org/oxf.
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Figure 24: Workflow of the sos:getLastObservation built-in: An SOS has to
be modeled in the ontology, so that it can be referred to from SWRL.
During rule execution, the implementation of the built-in is dynami-
cally loaded and executed. It queries the SOS and returns the value
to the rule engine for further processing (adapted from [95]).

5.4 discussion

As mentioned before, widespread Semantic Web technologies lack
support for context-aware mappings required for a threefold model
consisting of task, user and context as shown in Figure 23. More specif-
ically, the implementation of such a model needs (1) rules (if. . . then. . . )
and (2) free variables, as required for mathematical processing capabili-
ties. This applies both to RDF/OWL (including C-OWL; see Section 2.4)
as well as to alternative approaches such as the ISO Topic Map standard
[18]. Although these languages have not been developed to support
such functionality initially, these restrictions place constraints on their
applicability to real-world problems. Their underlying realist view on
semantics [52] ignores the fact that a large number of applications in
information retrieval, linguistics or location-based services, for example,
can only produce useful results if they take the user’s current context
into account. Even the context extension to OWL, C-OWL, is limited to
fixed contexts (i.e., local micro theories) and mappings between them.
It can thus not live up to the requirements of the notion of dynamic
context awareness [125] from AI, which heavily relies on sensor input.
The same applies to Topic Maps, which allow users to define scopes
specifying in which context assertions are valid [142]. Scopes form a
mechanism that is very useful when stating assertions such as the topic
name München is only valid in the scope of the German language or the
topic name Jaguar appears in different scopes (animal, car, operating
system). However, same as for C-OWL, scopes neither support rules
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nor free variables. Overall, these limitations result in the rare use of
semantic technologies in context-aware software in AI, which is still
largely based on statistics-driven approaches.

As demonstrated in this chapter, SWRL helps to overcome these
limitations by specifying user models as rules that contextualize OWL
ontologies in terms of these models. This new functionality comes with
a number of implications, though. First, modeling in OWL and SWRL
requires a thoughtful separation between the notions modeled in OWL
and those modeled in SWRL. Depending on the sensor measurements
imported via sos:getLastObservation, the same reasoning steps may
lead to different results. Hence, monotonicity is no longer guaranteed. Monotonicity and

decidabilityThe ontology engineer must already have a clear idea of the rules that
will interact with the application ontology at the very beginning of the
design phase. Positively speaking, the presented approach forces clean
ontology engineering, as the static part (put into the OWL ontology) has
to be strictly separated from the dynamic part (formalized in the SWRL
rules). This separation of static and dynamic content becomes especially
important when decidability plays a role: since the integration of SWRL
renders OWL undecidable [75], it may be desirable to retain the static
part of the ontology for reasoning purposes.

Concerning SWRL, the number of tools for rule engineering and
execution is still very limited. In practice, the rules quickly become
verbose, even with the prefix syntax used in this thesis. The XML-
syntax used for storage is even more extensive, so that neither of the
two formats is adequate for interaction of non-experts. These end users,
such as the surfers in our scenario, cannot be expected to edit rules
by hand. Instead, user interfaces that hide the complexity of the rules
from the user are required. This problem will be addressed in the next
chapter.
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6P R O T O T Y P E I M P L E M E N TAT I O N : T H E S U R F S P O T
F I N D E R

This chapter demonstrates the approaches for identification of relevant
contextual information and SWRL-based context modeling using the
surf spot finder application outlined in Section 1.5. Section 6.1 describes
how the DIR measure was applied to distinguish relevant from non-
relevant contextual information (see Chapters 3 and 4). Section 6.2
describes the user interface, and Section 6.3 outlines how the contex-
tual aspects identified in Section 6.1 were implemented in the server
component.

6.1 identification of relevant context information

In order to demonstrate the feasibility of the DIR approach for the
development of context-aware applications, we have applied it for the
selection of the contextual information covered in the surf spot finder
prototype. As mentioned in Section 1.5, it will be a mobile application –
more specifically, a Web application optimized for the iPhone, since it is Web applications

one of the first devices that enable access to the user’s position via GPS
from a Web browser1. Besides access to GPS, the implementation as a
Web application running in the browser is especially attractive since it
does not require the user to install software. Moreover, optimization
for other devices is easy to realize. Due to the limited screen size on
mobile devices (480 by 320 pixels in case of the iPhone), the focus on
the most relevant context parameters becomes even more important
to provide an easy-to use, uncluttered user interface. The screen size
for the planned application offers sufficient space for five drop-down
menues, where the user can select her preferences (see Section 6.2).
In the following, we discuss how DIR has been applied to identify
the five most important contextual aspects to be included in the Web
application.

The surfing website http://magicseaweed.com offers an extensive
archive of swell- and wind data for numerous spots around the world.
These archives have been used to enable a realistic simulation of the Surf spot data

variability of the different environmental aspects that influence the
conditions at a surf spot. The service offers comprehensive overviews
of daily average minimum and maximum swell heights and periods, as
well as the monthly wind direction and speed distribution. The average
highs, lows, and the distributions have been accumulated from several
years of data. Moreover, information on the wave breaking direction
and predominant kind of bottom (sandy, rocky or reef) were collected
from http://wannasurf.com for every spot. Since neither of the two

1 This functionality is described in the draft specification of the W3C Geolocation API
[191].

63

http://magicseaweed.com
http://wannasurf.com


surfing websites offer any archive data on air and water temperature,
monthly average lows and highs for both temperatures were used for
Santa Barbara2 and the Santa Barbara Channel3, respectively. Those
data were selected because of the central location of Santa Barbara
with respect to the surf spots selected for the study. Table 1 shows
sample data for one of the twenty spots along the central and southern
California coast that were taken into account.

Property Value/range

Location lat: 34.4, lon: −119.84

Bottom Rock

Wave breaking direction Right

Swell height 3–7ft

Swell period 5–16sec

Wind direction NNW-NWW

Wind speed 10–20mph

Water temperature 13–21
◦C

Air temperature 15–25
◦C

Table 1: Sample data for the surf spot Campus Point. The weather data are
based on a snapshot for July 1st. The data on wind speed and direction
actually consist of detailed monthly distributions; the table shows only
the predominant speed and direction for the given month.

Several services on the Web offer access to the current weather- and
water conditions. The DIR-based simulations as described in Chap-
ter 3, however, require a complete overview of the conditions to expect
throughout the whole year. Otherwise, it is not possible to realistically
simulate the variance of the different contextual parameters that are
available for the application. The archive data described above thus
offer a solid foundation for a realistic simulation with DIR.

In order to evaluate the effect of the different context parameters
on the outcome of a retrieval task, a set of typical values for every
aspect of a user profile has been created. The aspects of the user profiles
correspond to the different properties of the surf spots, representing the
temporal, spatial and thematic components that characterize geographic
information [60]. Table 2 shows an overview of these values. The thirdUser profile

properties column indicates knock out criteria: if any of these criteria are part of the
user profile, only spots that exactly match this preference will be part
of the results. This is the case for aspects where a ranking is not feasible
because the variable’s scale is nominal [180]. Moreover, the maximum
distance the user is willing to travel is a knock out criterion. All spots
within this range are ranked by distance from the user’s location4. For
all other parameters, the values specify a preference, and the spots

2 Taken from http://en.wikipedia.org/wiki/Santa_Barbara,_California.
3 Taken from http://www.santabarbarachannelswim.org/46053_sea_temperature.pdf.
4 Future versions of the surf spot finder, however, could also take account of spots outside

this range if they match the user preferences well in most other aspects.
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are ranked by deviation from this preferred value. For the ranking
returned to the user, the mean rank is calculated for every surf spot,
based on the ranks for the single parameters. More sophisticated user
interfaces could also allow the user to assign weights to the different
aspects as proposed by Rinner and Raubal [154] for location-based
services; however, this functionality has been omitted for the prototype
implementation to keep the user interface as simple as possible5. Any of
the parameters of the user profile can also be empty, indicating that the
user does not have a preference for this aspect. The only compulsory
parameter is the user location: if no further parameters are present, the
spots are ranked by distance.

Context variable Values K.o.

User location Santa Barbara, Santa Cruz,

Pacifica, San Luis Obispo, Oxnard

Max. distance 50, 100, 200 miles
√

Water temperature 16, 18, 20, 22
◦C

Air temperature 14, 19, 22, 25, 28
◦C

Swell height 5, 10, 15 ft.

Swell period 3, 5, 10, 20 sec.

Wind direction N, E, S, W

Wind speed 10, 20, 30 mph

Breaking direction Left, right, both
√

Bottom Sand, rock, reef
√

Table 2: Different values used for the sample user profiles. The different loca-
tions were represented by the respective lat/lon values in the simula-
tion.

For the simulation, 1000 random combinations of the values shown in
Table 2 were generated. For each of these profiles, 12 random dates were Simulation approach

picked (one per month on average) to reflect the weather conditions at
different times of the year. Based on each of these daily weather data
snapshots, a ranking was generated for each user profile. First, every
aspect of the user profile was compared against the corresponding
value of the weather data, leading to a ranking of the spots for this
specific aspect. The resulting collection of rankings was then merged
into a single ranking based on the mean ranks for every spot. The
user profile was stored along with this ranking. In the next step, all
12, 0002 combinations of two of the rankings were compared using
DIR. However, only such combinations were taken into account where
the user profile differed in only one aspect6. This way, it is possible to

5 Implementing the weighting functionality would also require an extension of the DIR-
based simulation approach, so that it includes different weights for the contextual aspects.

6 This approach known as One At a Time (OAT) in sensitivity analysis may be problematic;
see the corresponding discussion in Section 7.1. Nonetheless, we chose to follow this
approach here to demonstrate the use of DIR, since the focus of this research is not on
sensitivity analysis.
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analyze how changes in one of the contextual aspects affect the results,
while all other aspects remain constant. Figure 25 shows box plots of
the set of DIR values that were produced for every context parameter.
Based on the findings from the human participants tests in Chapter 4,
only DIRrank was applied.

bottom location maxDist breakDir swellHgt airTemp swellPerd waterTmp windDir windSpd

0.
0
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Figure 25: Box plots of the DIRrank values per context parameter.

According to this analysis, the knock out criterion bottom has the
largest influence on the outcome. This is straightforward, since a change
of preference in this aspect automatically excludes all surf spots that
matched the previous preferences. The DIR value is therefore always 1
when the user changes the preference for this aspect. For the second and
third most influential context aspects, DIR has identified the location and
the maximum distance the user is willing to travel. These two aspects
require only one input field for the maximum distance in the user
interface, since the location is automatically set via GPS. According
to DIR, the fourth most influential context parameter is the breaking
direction. While the same outcome as for bottom (DIR= 1 for all cases)
could be expected here, spots that are characterized by waves breaking
in both directions are also shown to users who selected left or right as
their preference. Vice versa, if the user selects both, spots with waves
breaking left or right are also included in the results. Hence, there is still
an overlap in the results, even when this knock out criterion changes.

For the remaining six context parameters, there are only marginal dif-
ferences in the mean DIR values, which range around 0.57. Additional
information is therefore required to pick the remaining two context
aspects for the user interface. We have based this selection on the studyCombination with

questionnaire-based
methods

by Wosniok [198], who evaluated 150 questionnaires filled in by occa-
sional surfers. We picked the two aspects that have been rated most
important by the participants of the study. We have left out aspects that
have already been selected for the prototype (distance, dangers – which
refers to the kind of bottom) and aspects that we do not have any data
for (accessibility, crowd size, friends going there, rideable wave length). This
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leaves the swell height (called wave height in Wosniok’s study, ranked no.
1) and wind speed (ranked no. 7) for the prototype [198, p.27].

Based on the analysis in this section, the contextual aspects to cover
in the prototype include bottom, maximum distance the user is willing to
travel, wave breaking direction, swell height and wind speed. Additionally,
the user’s current location is set via GPS. While DIR was useful in
selecting the most influential parameters, the evaluation of the measure
in a development process has also shown that DIR alone is not always
sufficient to fully evaluate the contextual aspects to cover in an applica-
tion. In case of the surf spot finder, six out of the ten contextual aspects
had an equally large influence on the results. We could therefore only
identify three7 of the five most important aspects (that the user interface
offers space for) based on DIR only. The remaining two aspects had to
be identified by other means, for which an existing questionnaire-based
study was picked [198]. In many cases, it will therefore still be required
to evaluate the user needs – which is a crucial step in professional appli-
cation development in any case [120]. DIR thus adds a new perspective
to the requirements analysis that is based on the contextual variances
influencing an application. This data-driven view needs to be combined
with other analysis methods to get a comprehensive overview of the
requirements. This section has shown how DIR can be used together
with a questionnaire-based analysis method to develop a solution that
suits both the users’ needs and is tailored to the specific contextual
dependencies of an information retrieval task. In the following, we dis-
cuss the implementation based on this selection of contextual aspects,
both for the client and the server side.

6.2 user interface

The implementation of the user interface of the surf spot finder Web
application is based on jQTouch, a plugin for the popular jQuery8 jQuery and jQTouch

JavaScript framework. The plugin adds support for multitouch gestures
and allows for the straight forward development of Web applications
that mimic the iPhone OS user interface elements. Users can therefore
be presented with familiar interface elements and interaction patterns.

Figure 26 gives an overview of the prototype’s user interface and
shows the work flow. After agreeing to let the Web application access
the user’s current position, she can set her preferences for the five
different aspects. In case she has used the Surf Spot Finder before, her
previously selected preferences are automatically loaded based on a
cookie stored in her browser. Any change in one of the parameters
automatically updates the spot map, which shows all spots that match
the user’s preferences, along with her current location. The user can
hence switch back and forth between the two views (preferences and
spot map) to see how her changes affect the set of matching surf spots.

7 One of the four most influential aspects was the location, which is not covered in the user
interface since it is measured via GPS.

8 Both jQuery and the jQTouch plugin are free and open source; see http://jqtouch.com/

and http://jquery.com/.
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Figure 26: Screen shots of the prototype user interface. When starting the Web
application, the user is asked whether she allows it to use her current
location (top left). After selecting values for the user profile (top
right), the user proceeds to the spot map (bottom left), which shows
all spots matching her preferences with detailed information on the
current conditions (bottom right).
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Communication with the server component is realized using Asyn-
chronous JavaScript and XML (AJAX), which allows the Web applica-
tion to update the map without reloading the whole application. The
AJAX functionality is provided by jQuery and straightforward to use:
whenever the user changes one of the parameters in her profile, this
change is sent to the server and the updated set of matching spots
is returned as a KML9 file and shown on the map. The server side
implementation of the prototype is discussed in the following.

6.3 server-side implementation

The implementation of the prototype’s server component follows the
generic approach described in Section 5.1. The architecture for the
interaction between client and server follows the Representational State
Transfer (REST) approach [48], where clients interact with resources on RESTful Web

servicesthe server. In HTTP-based architectures that follow the REST principles,
resources are made available via descriptive URIs. The interaction with
these resources is realized based on the different HTTP methods, among
which the prototype implementation makes use of the GET, PUT and
DELETE operations. Table 3 shows an overview of the resources offered
by the RESTful server implementation.

Resource URI HTTP
Method

Description

/users GET Returns a list of all users, repre-
sented as SWRL rules

/users/{id} GET Returns the SWRL rule represent-
ing a specific user

/users/{id} DELETE Deletes the specified user profile

/users/{id}/spots GET Returns the spots matching the user
profile as a KML file

/users/{id}/bottom GET Returns the information on the type
of bottom preferred by the user

/users/{id}/bottom PUT Writes the information on the type
of bottom preferred by the user to
the profile and returns the updated
matching spots as a KML file

/users/{id}/bottom DELETE Deletes the type of bottom pre-
ferred by the user from the profile
and returns the updated matching
spots as a KML file

Table 3: Resources offered by the RESTful server implementation. The three
operations on the bottom resource are also available correspondingly
for all other aspects of the user profiles.

9 KML was the XML-based file format originally developed for annotations and visualiza-
tions in Google Earth; it is now an OGC standard [197].
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For the prototype implementation, the architecture proposed in Fig-
ure 21 has been wrapped as a RESTful Web service. This wrapping has
been implemented as a Java Servlet that maps the different resourcesMapping REST to

SWRL to (atoms within) the SWRL rules that model the user preferences as
discussed in Section 5.2. In order to maintain the connection of a user
to her specific rule, the ID assigned to every user is stored in a cookie
on the client side. On the server side, a new resource is created for
every user, based on the ID (see Table 3). This maintains the stateless
nature of REST, since no session data have to be stored on the server.
Moreover, this approach also enables the user to start with her previous
preferences when she has already used the service before.
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Figure 27: Extended deployment diagram for the prototype implementation
based on Figure 21.

For all resources that require a computation of the matching spots,
the user’s SWRL rule is executed, using the ir:rank (see Section 5.2)
and sos:getLastObservation (see Section 5.3) built-ins. The output
of the ir:rank built-in, which computes a ranking based on deviance
from the user preference as discussed in Section 6.1, is handled by the
Java wrapper, which combines the different rankings into a single one:
Each call to the ir:rank built-in produces a ranking of surf spots for
one contextual aspect. These single rankings are then merged by the
wrapper based on the mean rank of every spot. In the next step, the
wrapper creates a KML file based on this ranking and returns it to the
client. The KML files are generated using the Java API for KML10.

The Sensor Web component shown in Figure 21 consists of a single
Sensor Observation Service in case of the prototype implementation.
Due to a lack of online sensors at the surf spots, this service simulates
realistic conditions at the spots in the way discussed in Section 6.1.
Besides the lack of access to real sensors, the simulation approach is
also useful to test the Web application and evaluate its behavior when
the conditions change. With real sensors, this evaluation would be a
lengthy process, since weather conditions most often only change very

10 See http://labs.micromata.de/display/jak/.
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slowly. Figure 27 shows the extended architecture of the prototype’s
server implementation.

This chapter has successfully applied the DIR measure introduced in
Chapter 3 in the development of the Surf Spot Finder application. A sim-
ulation approach based on the DIR measure has been suggested. The
results of the simulation were analyzed statistically to identify the most
influential context parameters, taking the results of a questionnaire-
based approach into account. Moreover, the generic approach for con-
text modeling presented in Chapter 5 has been implemented in a work-
ing application. Finally, a REST-based wrapping for the user model
management component has been introduced that can be reused and
extended for other context-aware applications.
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7C O N C L U S I O N S A N D F U T U R E W O R K

This chapter summarizes the results obtained during the research for
this thesis. Section 7.1 discusses the outcome with respect to the hypoth-
esis and research questions phrased in Chapter 1. Potential application
areas are discussed in Section 7.2, followed by an outlook on future
work in Section 7.3.

7.1 summary and discussion

The goal of this thesis was to develop a novel approach for context-
aware information retrieval from semantics-based sources. The pro-
posed method covers two aspects.

The first part of the thesis has dealt with the identification of contex-
tual aspects that influence the outcome of context-aware information re-
trieval tasks. This identification process is required for the development Identifying context

of context-aware applications to make sure that important contextual
information is taken into account. At the same time, it reveals irrelevant
information that can be ignored to save computing power (especially
on mobile devices) and reduce the complexity of user interfaces. In
this thesis, we have introduced the cognitively plausible dissimilarity
measure for information retrieval results (DIR) to support this task.
Based on the changes in IR results caused by context changes, DIR
accumulates the shifts of single results between two rankings. It weighs
them according to their position within the ranking, so that the results
at the top are emphasized, and normalizes the sum to the interval [0, 1].
Since the purpose of the measure is to reflect how people quantify the
differences between result rankings, its cognitive plausibility was evalu-
ated in two human participants tests. The tests’ statistical evaluations
indicate a strong correlation between the participant judgments and
those calculated by the DIR measure. Based on these findings, the null
hypothesis of no correlation has been falsified, and we have to accept
the alternative hypothesis (see page 7). According to these results, DIR
is a cognitively plausible measure for human judgments of IR result
ranking dissimilarity, as it is based on the properties described in the
hypothesis.

In the second part of this work, we have dealt with the fact that the
Semantic Web is inherently static and it is therefore difficult to integrate
information from the Sensor Web – a crucial requirement to make
the retrieval process really context-aware. We have demonstrated how
semantic rules can be employed to bridge these two worlds to enable
context-aware geographical information retrieval from the Semantic
Web. Using the Semantic Web Rule Language, we have shown how
a model of user preferences can be fully represented in a SWRL rule. Modeling context

SWRL’s support for rules with free variables allows for reasoning on the
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individuals in an ontology – in our example, surf spots were compared
against a user model and ranked based on deviation from the given
user’s preferences. Moreover, we have introduced two novel SWRL built-
ins: one to dynamically read observation values from the Sensor Web
during execution of a rule based on SWRL built-ins, and another one for
performing queries by example on individuals’ data type values. This
approach allows for a strict separation of static knowledge about the
individuals in an ontology and any dynamic information represented
by an explicit link to sensors. Following this rule-based approach, we
have introduced a generic architecture for context-aware information
retrieval tools.

These two novel approaches for the identification and modeling of
contextual information have been successfully applied in the develop-
ment of the surf spot finder application, which served as a use case
for this research. In the following, we will recall the research questions
phrased on page 8 and discuss the results:

How can relevant contextual aspects be identified? Research question 1 has
been answered by the DIR-based simulation approach introduced inDIR-based

simulation Chapter 3 and demonstrated in the prototype implementation (see
Chapter 6). Starting from the set of available context information (de-
termined by available sensors, for example), different combinations of
parameter values are fed into the system. The output is compared using
the DIR measure: if it exceeds an application-specific value, the context
parameter under consideration will be taken into account. If this is not
the case, we can assume that changes of this parameter have a negligible
effect on the results and can therefore be ignored. As such, the DIR
measure can be used as a component in sensitivity analysis [164], which
requires numeric input. DIR provides this numeric input by assigning
values from the interval [0, 1] to pairs of result rankings. The sensitivity
analysis then consists in systematically changing context parameters
that affect the information retrieval process to investigate the effect of
these changes on the degree of change in the results. The approach
proposed here to change single parameters – known as One At a Time
(OAT) in sensitivity analysis – can be problematic, though. Visually
speaking, the collection of all available context parameters spans a con-
text parameter space. With an increasing number of available context
parameters, the fraction of the subspace that is covered by changing
parameters following the OAT approach is getting smaller. To solve this
problem and cover the whole context parameter space, the complete
set of all parameters must be taken into consideration, particularly to
reveal interaction effects between different context factors. However,
this approach makes it significantly harder to assign major changes in
the results to a particular context parameter.

Which properties should a context impact measure have? Research ques-
tion 2 has been discussed in Chapter 3, where we motivated and
introduced the properties of the measure. The properties of DIR are
based on four assumptions about users’ interaction with information
retrieval results. First, we have assumed that the user’s impression
of changes between two result rankings can be quantified only based
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on the position of the results within the ranking. DIR is thus based DIR formalization

on what we called shifts – the difference in rank (and relevance value,
respectively) between two rankings. This approach ignores other factors
that potentially influence the users’ judgments, such as system response
times or the general layout of the system’s user interface1. Second, we
have assumed that the users’ impression of the difference between two
result rankings depends on whether the result visualization includes
information about the results’ relevance or not. Intuitively, one would
think that users make a difference between a case where the first result
is only slightly better than the second one, and a case where it is twice
as good, for example. We have therefore introduced two different vari-
ants of the DIR measure, one for rank-based visualizations, and one
for visualizations that include information on the results’ relevance for
the given search term (this distinction does not seem to be made by
users; see the discussion of research question 3 below). Third, previous
research has shown that users focus on the top results when they in-
teract with information retrieval results [2]. We have modeled this fact
by a weighting approach that applies the inverse ranks as weights to
the shifts. Fourth, we assume that there is a common ground in this
behavior for all users, i.e., that the users’ perception of changes in result
rankings is sufficiently uniform so that it makes sense to define one
measure for it. This last assumption is fundamental for the definition
of a generic measure and verified in research question 3.

How can the cognitive plausibility of the context impact measure be shown?
Research question 3 has been evaluated in the two human participants
tests described in Chapter 4. Both tests have shown a strong correlation
between the participant judgments and the values calculated by the DIR
measure, so that the hypothesis HA of this research can be accepted.
Nonetheless, not all assumptions made prior to the tests were borne
out by the results. The most striking result was that the users do not
seem to take further information on the single results’ relevance into
account when they assess the dissimilarity of two result rankings. They
seem to be focusing only on the order of the results. In both tests, this
was indicated by the fact that the purely rank-based DIRrank showed Comparison of the

DIR variantsan equally high correlation with the participant judgments as DIRrel –
independent of whether the participants were given information about
the results’ relevance or not. We can only speculate about the reason for
this ignorance of information that is very useful from a subjective point
of view. One reason for these user judgments may be the high cognitive
load of processing detailed information on the results’ relevance. Taking
these relevance values into account during dissimilarity judgment is
a more complex task than simply looking at the results’ order. While
we have to leave the study of this question for future research, this
finding confirms the approach taken by most Web search engines,

1 In fact, it has been shown that the user interface layout does influence the
users’ interaction with the results. Google’s vice president Marissa Mayer presented
some findings on how the white space around the results influences user behav-
ior at the IO conference 2007 in San Francisco; the experiment is also briefly
mentioned in an interview with her published at http://searchengineland.com/

qa-with-marissa-mayer-google-vp-search-products-user-experience-10370.
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which present their results as flat lists without any information on the
relevance.

The second striking result of the evaluation of the first human partici-
pants test was the absence of a correlation between how (dis)similar two
result rankings were, and the time the participants needed to solve the
task. This analysis was done on the data from test one where the users
were to decide which of two rankings is more different from a result
ranking (see Section 4.1). The analysis was based on diff values – the
difference in the DIR values between the two rankings and the reference
ranking. Beforehand, we had assumed that tests with a larger diff value
should be easier – and thus faster – to decide than cases where the
difference in DIR is very small. Based on the test data, we can say thatProcessing time

this is not the case. The only plausible explanation for this unexpected
result is the limited number of results in each ranking presented during
the test. It has been shown that the numbers of result were still within
the range that can be reasonably processed by humans at the same time
[129]. We therefore assume that this result does not transfer to settings
with bigger numbers of results; however, this question has to be left for
future research.

How can context be modeled so that it can be used to modify existing knowl-
edge bases? Research question 4 was aimed at the problem of modeling
context in a Semantic Web environment without limiting the approach
to predefined contexts as previous approaches do. We proposed to
use the Semantic Web Rule Language to model user preferences andSWRL-based user

model include contextual information provided by sensors in the information
retrieval process (see the discussion of research question 5 below). The
approach has been demonstrated for the surf spot finder prototype in
Chapter 6. There are two main advantages in using SWRL for this task.
First, SWRL is part of the W3C’s efforts towards establishing standards
for the Semantic Web and is therefore compatible with all important
standards in this field, particularly OWL, which it extends with rules
expressed in RuleML. Second, the use of SWRL is not bound to a par-
ticular retrieval method. While we have built the retrieval functionality
into the rules for this thesis, it is also possible to execute the rules
before the actual retrieval. Other retrieval approaches may be based
on standard reasoning or novel approaches such as similarity-based
reasoning [83, 82]. While the import of the SWRL ontology can render
OWL undecidable [75], which may be problematic depending on the
application, the approach forces a clean distinction between the static
parts – the actual ontology, modeled in OWL – and the dynamic parts
that change depending on user preferences or context input, which are
modeled as rules.

Writing SWRL rules can be cumbersome, especially for lay users.
Applications building on SWRL therefore need to hide this complexity
from the user with intuitive user interfaces. One approach for this has
been introduced in Chapter 6, where the user picks combinations of
preferences that are then translated into SWRL. The translation has been
implemented as a two-step process in the prototype Web application’s
user interface: The user enters her preferences on a simple HTML form,
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where each change in the form triggers an AJAX call of a REST resource
on the server. In the second step, this resource is mapped to a SWRL
atom, and the rule representing the user is modified. This encapsulation
of the reasoner and rule engine expose their functionality to a wider
choice of clients which do not necessarily need to know about the
internal reasoning. It is sufficient for them to be able to interact with a
RESTful service interface.

How can the context model be linked to real-time information? Research
question 5 covers was concerned with making information retrieval on
the Semantic Web really context-aware. The notion of context-awareness
in AI is inherently connected to the idea that applications adjust their
behavior to the current conditions in the real world, for example, the
conditions that define the situation of the current user. As for the user
model, we also used SWRL for this approach, particularly its support
for custom built-ins. We have shown how the open source OX frame-
work can be wrapped in a novel built-in that enables instances in the
ontology to be updated with the current values measured by OGC
compliant sensor networks. For example, it is no longer necessary to SWRL built-in for

the Sensor Webmanually update information on the swell height for the surf spot
instances in our application ontology; the sos:getLastObservation

built-in takes care of this process now. The built-in integrates the re-
trieval process with the Sensor Web. The minimum requirement to
enable this functionality is that the OGC Sensor Observation Services
accessed by the built-in are created as instances in the ontology, with
basic information on their service capabilities. These representations
of Sensor Observation Services then have to be linked to the actual
instances under consideration in the application; in the case of our
scenario, the surf spot instances.

This approach renders all reasoning on the instances of the ontology
that are linked to sensor observations non-monotonic. While this may
seem obvious and constitutes the basic idea of context-aware comput-
ing, the implication that the same reasoning task may lead to different
outcomes – depending on the current context defined by the sensor
observations – must be kept in mind when offering services and data
on the Semantic Web. While we have only discussed the case where a
compatible user interface wraps the functionality of the service, one
could also imagine a reasoning service that can be embedded in seman-
tically annotated service chains [85]. In this case, the non-monotonic
behavior of the service must be included in the service descriptions.

As this discussion of the research questions phrased in Chapter 1

shows, the questions have all been addressed in the course of this
research. The hypothesis HA could be accepted, i.e., human judgments
of the dissimilarity of information retrieval result rankings correlate
strongly with the normalized sum of pairwise rank differences, each
weighted by the higher of the two ranks. In the following, we will
discuss potential application areas, both for the DIR measure and for
the SWRL-based retrieval approach.
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7.2 application areas

We have focused on particular applications for the DIR measure and
SWRL-based context models throughout this research. This section
discusses other potential application areas for the developments of this
thesis.

applications for the dir measure. In this research, the DIR
measure has been used to assess the influence of different context pa-
rameters on the results of an information retrieval task. However, since
DIR is based solely on result rankings, it can be applied for a number
of analyses in information retrieval. For example, DIR could be used
to analyse the effects of search engine index updates on the results.Search engines

The same applies for updates to the ranking algorithms. From a search
engine provider’s point of view, it may be undesirable to have such
an update cause too many changes in the results, as users might get
the impression that the results are unstable, unreliable, or inconsistent.
DIR can be used to prevent such unwanted effects. Users most often do
not know about the aspects that go into the retrieval and ranking algo-
rithms. From their perspective, DIR can be used to assess the semantic
relatedness2 of different search terms. The underlying assumption is
that closely related search terms should lead to very similar results,
reflected in a DIR value close to 0. Whether this assumption holds and
whether it is also possible to specify the kind of relationship (meronymy
or functional relationships, for example) between two different search
terms remains an open research question.

Further potential uses of the DIR measure in context-aware infor-
mation retrieval are in the comparison of different approaches for
including context. Yahoo has investigated different ways to make their
Web search engine context aware (see Section 2.4). Their comparison of
the different approaches focused on required changes to their search
engine and computational costs, which are major considerations for
such a large-scale service [107]. However, it would also be interesting
to see to what degree the different solutions affect the results of specific
queries. The DIR measure enables search engine developers to specify
how sensitive to context changes their approach really is.

Outside of information retrieval, ranked lists also play a role for
music and book sales charts, popularity rankings (of politicians based
on pre-election polls, for example), league tables in sports, and more.Charts analyses

In most of these cases3, DIR could allow interesting insights on the
consequences of certain actions on these lists. For example, one could
analyze the degree of change in politicians’ popularity rankings to
statements made between two polls. Changes in book or music sales
charts could be connected to influential reviews. As these examples
show, there are a number of applications for the DIR measure outside

2 Semantic relatedness is a concept from natural language processing that includes different
kinds of relationships between entities, such as meronymy, antonymy or functional
relationships. Semantic similarity is thus a special case of semantic relatedness [33, 69].

3 League tables in sports are an exception, since the maximum possible degree of change
is determined by the respective scoring system.
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of information retrieval that potentially affect business or political-
strategical decisions.

applications for swrl-based context models. User mod-
eling in SWRL as proposed in this thesis is directly adoptable for use
cases similar to the surf spot finder, such as retrieval of climbing or
hiking routes [195], or selecting areas for activities like scuba diving
or hang gliding. The selection of an appropriate spot or route for any
of these activities is highly dependent on personal skills and prefer-
ences, as well as the current outside conditions. Hence, this approach is
especially useful where personalized retrieval is required, and where
the contextual information has a strong spatio-temporal component. Spatio-temporally

dependent tasksWhile the mentioned examples all consist of non-critical retrieval tasks
around recreational activities, one can also think of applications in more
professional settings. In the disaster relief domain, for example, initial
choices often have to be made about where to place personnel and
equipment, where to set up camps and hospitals, etc. These decision
processes could be supported by rule-based approaches. Instead of
user preferences, the rules could represent specific staff members’ skills
and abilities to assure an optimal use and distribution of resources.
As mentioned in Chapter 5, the rule-based user models can be easily
transferred to user groups by combination of the single users’ prefer-
ences. This approach only works as long as the rules do not contain any
contradictions. Future research in this area should therefore extend this
approach with trade-offs to enable real group decision support [47].

SWRL as a means to include sensor observations in the reasoning
process via the sos:getLastObservation built-in is useful in any kind
of inference process that relies on real-time data. Sheth and colleagues
propose the identification of weather situations such as freezing rain
based on rules [171, 71]. Since a growing number of sensors for all
kinds of observations is made available as OGC compliant Sensor
Observation Services, one can imagine a number of different context-
aware reasoning systems. Examples range from traffic control systems SWRL-based

evaluation of sensor
data

based on street network and air quality sensors, over systems based
on marine sensors that monitor the conditions for dangerous increases
in the number of algae, to crop production control systems. While
some of these applications already exist – mostly based on statistical
modeling approaches –, a semantics-based solution would allow for an
easy integration of different Linked Data [20] sources and eventually
enable meaningful sensor plug and play [31].

Putting this vision into practice, however, depends largely on the
number of semantically annotated data sources and sensors available
online. While their number is growing and annotation is becoming a
straightforward process using tools such as the Semantic Annotations
Proxy4, there are a number of open issues to be addressed in future
research.

4 See http://semantic-proxy.appspot.com.
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7.3 future work

This section rounds the thesis off with directions for future research.

application development. In this research, the DIR measure
has been introduced as a method to identify relevant contextual infor-
mation for an application under development. While its usefulness has
been demonstrated in the surf spot finder prototype, the DIR measure
has to be better integrated into the design and development of context-
aware applications to tap its full potential. The influence of a contextual
parameter on the outcome of an information retrieval task is only one
aspect that should guide the choice of contextual information to cover
in an application. User requirements, cost (especially when sensors
have to be deployed), as well as potential stakeholder requirements
also have to be taken into consideration. When these different views
on an application conflict, the developers have to balance them. Exist-Integrating DIR in

the development
process

ing approaches for system analysis and design [14, 120] only include
guidelines for negotiating conflicting user requirements, but not for
divergent outcomes of the analysis process.

In this respect, the focus on the outcome of the DIR measure during
the selection of contextual information for the prototype in this thesis
cannot be seen as an all-embracing approach. A combination of DIR
with traditional questionnaire-based methods such as done by Wosniok
[198] has already been outlined in Chapter 6. Moreover, the informa-
tion retrieval process – such as selecting a surf spot whose current
conditions match the user’s preferences – is often only one functional
aspect of an application. For the surf spot finder, profile management
is another crucial functionality. Other aspects such as social networking
capabilities might be added later. Depending on their impact on the
information retrieval process, such changes to the application may re-
quire a reevaluation of the contextual aspects that play a role. This also
applies when new sensors become available. In terms of application
development, future research should therefore target the integration of
DIR into the analysis and design process, and explore its applicability
in system redesign and maintenance.

evaluation of the dir measure . The human participants tests
conducted for this research have shown that the outcome of the DIR
measure correlates strongly with human dissimilarity judgments of
information retrieval result rankings. While the results were positive
for the specific participant group under consideration, future research
should evaluate whether these results are replicable for a broader partic-
ipant group. Specifically, it should be checked whether the results hold
for other age groups, since the participants in test one (see Section 4.1)
were all undergraduate students5. Other factors that potentially influ-
enced the results of the study are the participants’ educational level,

5 Since no personal data were collected in test two for a lack of reliability, we can only
assume that the participant group in this test was more diverse; however, it is still likely
that most of the participants of test two had a college education background, given the
channels chosen for advertising the online study.
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the fact that most of them can be assumed to have grown up with
the Web (digital natives) and consequently their age. To confirm the
results of the human participants tests, future studies should therefore
look at other user groups with a broader range in age, education, and Age, education,

experience and
gender effects

level of experience in the use of computers and the Web. Moreover, the
participant groups in these two studies were too small to identify any
gender effects. Potential future studies should therefore also investigate
whether there is a difference in the perception of dissimilarities of result
rankings between male and female users.

The independence of decision times from the difference in dissimi-
larity between two pairs of result rankings is an effect that could not
be fully explained in the studies conducted in this research. In test one,
the difference between two DIR values DIR(a,b) and DIR(a,c) did not
influence how long the participants needed to decided whether a and
b or a and c were more dissimilar. Apparently, the comparably small Decision time

number of results used in the studies led to this effect. To evaluate this
assumption, future studies should also work with higher numbers of
results in the rankings, which are beyond the level that can be easily
processed simultaneously by human users (7± 2; see [129]).

While the goal of DIR is not to model or explain how human users
reason about the dissimilarity of result rankings, insights into this
process would be interesting both from a cognitive science perspective
and for the further development and refinement of the DIR measure.
Explanatory studies could shed light on this aspect of the dissimilarity Explanatory studies

of result rankings, where the participants are asked to comment on
how they came to a certain decision in a given comparison task. Since
interaction with IR systems is a very artificial process, it should be
investigated whether there is a common approach at all, and how it
relates to studies on similarity measurement from psychology [54, 57, 61,
105, 111]. Future research should specifically investigate whether effects
based on salience and direction of comparison can also be observed for
abstract entities such as IR result rankings.

Finally, DIR should also be evaluated within real applications, for
example, when users are interacting with Web search engines. In this
case, DIR can be applied to measure the effects of iterative refinement
of the search phrase, which is a common strategy. A non-obstructive
evaluation that does not interrupt the users’ workflow, however, is
challenging. One promising approach is to observe a user’s query re-
finement process, for example, from pizza over pizza recipe to pizza

recipe Chicago style. In order to not interrupt her workflow, one
could ask the user about her impressions of the result changes between
the different queries after she has found what she was looking for. This
retrospective approach seems to be the least interruptive strategy, since
it is not feasible to collect information on a user’s impression of the
degree of change within the results after a query refinement without
directly asking.

semantic sensor web and sdi. The term Semantic Sensor Web
has been coined by Sheth et al. [171], who propose the semantic anno-
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tation of sensor data. The querying of OGC compliant Sensor Obser-
vation Services from a SWRL built-in proposed in this thesis extends
this idea since it allows to link any semantically annotated informa-
tion items to sensors providing real-time information. Typically, these
information items represent real-world objects, such as surf spots in
our scenario, which are the features of interest for the Sensor Observa-
tion Services under consideration. The light-weight method proposed
in this research is only based on four properties described in a Sen-
sor Observation Service’s capabilities: ServiceURL, ObservedProperty,
ObservationOffering and FeatureOfInterest. Creating an instance
in the ontology that represents a specific SOS and linking it to the
corresponding feature of interest is thus straightforward.

While this light-weight approach demonstrates the general feasi-
bility of the mapping between OGC schemas and OWL ontologies,
more complex applications require a full ontological representationOntological

representations for
the Sensor Web

of the OGC service specifications. Such a representation would allow
for an on-the-fly annotation of Sensor Observation Services for use
in semantics-based applications. One could imagine SWRL-based rea-
soning that involves different aspects of the SOS specifications such
as sensor types and observation process specifications, combined with
spatio-temporal reasoning about the features of interest. The scenario
of a gas plume dispersion and the required analysis steps has been
discussed by Janowicz et al. [85] for a semantically enabled Spatial Data
Infrastructure. The annotation of the transferred documents can be
done via the semantic annotations proxy mentioned above. This would
enable an automatic and complete extraction of instances for an ontol-
ogy based on the services’ capabilities documents. Creating an OWL
encoding based on the OGC service schemas is not straightforward,
though. Several proposals have been made for translating XML schema
(XSD) to OWL6 [21, 4]. However, these strategies only cover the basic
constructs in XSD and do not provide sufficient support for the resolu-
tion of included and imported schemas or the handling of selection lists,
for example. The Sensor Observation Service specification, however,
imports a variety of schemas, ranging from the Geographic Markup
Language to Sensor Markup Language and digital rights management
XSDs. A useful ontological representation of all these aspects can only
be built iteratively, starting from the central concepts and with the help
of the (natural language) specifications provided by OGC and ISO. One
starting point for this ontological framework has been provided by
Henson et al. [71], who developed on OWL encoding of a subset of the
OGC Observations and Measurements XML Schema.

We have discussed the tight integration of semantics-based reason-
ing services into Spatial Data Infrastructures in [85]. The integration
approach put forward in the paper consists in the establishment of a
Web Reasoning Service (WRS) profile of the OGC Web Processing Ser-
vice (WPS). While we have discussed the encapsulation of the SIM-DL
similarity server in the paper, one could imagine the same wrapping

6 See also http://xml2owl.sourceforge.net and http://rhizomik.net/html/redefer/

xsd2owl.
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strategy for a SWRL-based reasoning service. Figure 28 shows a sample
workflow for such a SWRL-based Web Reasoning Service. In this case, SWRL-based Web

Reasoning Servicethe conditions for precipitation would be formalized as SWRL rules that
access Sensor Observation Services via the sos:getLastObservation

built-in. For the Web Feature Service and the Web Processing Service
that interact with the SWRL-based WRS, it acts as a standard WPS.
While the chance for precipitation could also be offered directly by an
SOS, the SWRL-based solution has the advantage that the service can
automatically combine information from different Sensor Observation
Services to calculate the chance for precipitation. The different SOS
must offer the same feature of interest to enable the combination.

WFS
WPS

SOS

WPS

SWRL

translates
between

encapsulates
reasoning

„North Rhine
  Westphalia“

„Rieselfelder“, …

retrieve 
weather data

intersection with 
anticipated gas 

plume movement

retrieve
KB

WOS

What 
natural reserves in 

North Rhine-Westphalia 
have a chance of preci-

pitation > 75%?

Figure 28: Workflow of a SWRL-based Web Reasoning Service, encapsulated as
a Web Processing Service within the SDI (adapted from [85]).

Both on the Semantic Sensor Web and in Spatial Data Infrastructures,
the combination of similarity reasoning [83, 82] and semantic rules is
promising to combine reasoning about concepts (via SIM-DL) with rule-
based inference about individuals. One could think of a reclassification
of the ontology via rules before measuring similarity, which would
put the ontology in the context of the current similarity query. Vice
versa, subsets of the ontology which are most similar with respect to a
given query could serve as input to rules, which could then adapt these
preliminary results to the current context. In both cases, this would
require a consistency check on the ontology after any reclassification.
Exploring the combination of SIM-DL with rule-based representations
of context is part of the SimCat II project7.

7 SimCat II is the second phase of the SimCat project funded by the German Research
Foundation (DFG Ja1709/2-2); see http://sim-dl.sourceforge.net.
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scalability and performance. The sos:getLastObservation

built-in for SWRL introduced in Chapter 5 queries the Sensor Observa-
tion Services every time a rule using this built-in is executed by the rule
engine. Moreover, this process also repeats itself for every individual
that is the feature of interest of an SOS instance – even if it is always the
same SOS. While this approach was sufficient for a proof-of-concept,
execution time is a crucial aspect for real applications. Any rule making
use of the built-in will have to wait for the Sensor Observation Service(s)
to deliver the observation values in order to execute the rest of the rule.
The more SOS instances are queried, the longer the user will have to
wait for the system to response to her query.

To speed up processing, caching mechanisms are required. In a firstCaching

step, the observations collected during one run of the rule engine
should be cached, so that every SOS is only contacted once per rule
engine run. The caching can then be extended based on pre-defined
time schedules, especially for observed values that do not change very
fast. Once caching has been implemented, offline querying of sensors
would allow for another significant improvement in performance. In-
stead of querying the sensors when the rule is executed, they can be
queried based on a fixed schedule. The SWRL built-in then accesses the
cached data, instead of the costly operation on an SOS. For phenom-
ena such as wave height, hourly observation is certainly sufficient (at
least for the surfing scenario; a tsunami warning system, in contrast,
would require frequent updates). Since the update schedules depend
largely on the observation offerings, the SWRL built-in would need a
configuration option for the update schedule. Alternatively, one could
imagine an automatic configuration based on the Sensor ObservationSelf-configuration

Services’ archived data, which most of them also provide. The built-in
could identify the average interval where the change in observed value
exceeds a threshold δ. The implementation of the SWRL-based user
modeling approach in large-scale systems also raises the question of
scalability. Future research should thus also investigate whether exist-
ing knowledge base management tools and rule engines can cope with
massive user numbers and incoming sensor data, and explore potential
optimization strategies.

uncertainty. When processing sensor data, information on the
reliability of the data is crucial for many applications. In case of a toxic
gas plume, for example, the area to evacuate must be calculated. In
this process, it is critical to quantify the degree of uncertainty in the
input data, as well as the degree of uncertainty added during further
calculations based on these data. Errors occur during measurement
and processing, and the data can be corrupted during (wireless) com-
munication and storage. In the OGC Sensor Web specifications, the
communication of uncertainty has not been considered, except for the
(largely unspecified) resultQuality element in the Observations and
Measurements standard [37].

In order to address these issues, UncertML has been developed asUncertML

“an XML encoding for the transport and storage of information about
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uncertain quantities, with emphasis on quantitative representations
based on probability theory”[196, p.5]. Since handling uncertainty is
an issue that is currently being addressed in the Sensor Web commu-
nity, the developed approaches also need to be evaluated for context
aware computing applications. While we have assumed that there is
a sharp distinction between entities (such as surf spots) that fit the
user preferences, and those which do not, this line cannot always be
drawn that clearly. Uncertainties in the input data (both from sensors
and from user input), as well as in the processing models have to be
taken into account in order to enable a probabilistic view on contex-
tual information. This would also move retrieval from semantics-based
sources that is currently purely binary closer to classical information
retrieval. In order to enable the processing of contextual information
with metadata on uncertainty in an ontology-based setting as discussed
in this thesis, a mapping of the central concepts of UncertML to OWL
would be required. A sound ontological specification of uncertainty
also requires a clean separation of (observation) processes and events, Processes and events

which has recently been addressed by Galton and Mizoguchi [50] and
Devaraju and Kuhn [39], among others. While it does not yet account
for uncertainty, the functional ontology for observations and measure-
ments proposed by Kuhn [109] provides a solid foundation for further
research in this direction.

context modeling . This thesis has proposed a context modeling
approach based on Semantic Web technologies that integrates obser-
vations from the Sensor Web. The development of context-aware ap-
plications has thus been shifted away from the implementation and
deployment of system-specific sensors to the use of standardized Sensor
Web services. These services can potentially serve numerous different
applications with observation data and hence reduce the development
and deployment cost for context-aware applications. The context model
introduced in Chapter 5, though, was developed in a traditional way,
starting from the application to be developed and selecting the con-
textual aspects to cover in this application by hand (and filtered using
the DIR measure). In contrast to this top-down approach, the growing Top-down vs.

bottom-up context
integration

number of sensor data made available through standardized services
bears potential for a bottom-up approach: starting from the sensor
data that are available, one could identify data that are potentially
useful for specific applications. This would require a semantic anno-
tation of the process model developed during requirements analysis
(see Figure 17). Ontology-based business process models are subject to
ongoing research [72, 117, 104]. Augmenting such semantic business
process models with links to the sensor (or observation) types that are
required to complete context-dependent tasks would allow for an auto-
matic allocation of Sensor Observation Services that offer the required
data. Similarity-based reasoning [83, 85] allows for the identification
of potentially useful sensors if the exact required sensor type is not
available.
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When a large enough collection of semantically annotated Sensor
Observation Services and business processes is available, it would even
be possible to derive the set of supported processes from the sensor data
at hand. Starting from this collection of processes, developers could fol-
low a bottom-up approach that is based on the potential combinations
of processes ad sensor data. The developer could then combine them
in “process mash-ups”, comparable to mash-ups that were enabled
by Web 2.0 application programming interfaces. From a context mod-
eling perspective, the combination of Semantic Sensor Web services
and semantic business process specifications would provide develop-
ers with a toolbox that supports rapid prototyping of context-aware
applications. Different context models for specific applications could
be easily implemented and tested. Besides the required annotation of
sensors and processes, however, this approach requires further research
on the notion of context awareness: While the DIR measure supports
a definition of context based on its impact on the output produced
by an application, the impact of context-aware processes built into an
application will be significantly harder to analyze. A process-driven
understanding of context awareness hence requires research to under-
stand how processes interact and how these interactions respond to
changes in the sensor data that they handle.

On a more generic level, there is need for a modeling language for
contextual information. Existing research – including this thesis – starts
with the preconditions given in a specific environment determined by
available data, implementations and infrastructures. In this respect,
context awareness is always added as extra functionality on top of an
existing infrastructure. A modeling language that supports the specific
requirements of the design of context aware applications could put the
context into the focus of application development. This will require an
identification of the generic requirements of context-aware applications.
Future research therefore needs to investigate whether (and how) an
identification of such requirements is achievable. Moreover, the practi-
cality of existing programming languages for such applications is up
for debate, as turning such context-centric models into running systems
may require novel software development paradigms.

privacy concerns. Context-aware computing relies largely on
information on the user and her current environment. The surf spot
finder, for example, depends on a user’s profile specifying her pref-
erences, and her current location. The more detailed a user profile is,
the better are the chances that the system can make an educated guess
about which spot the user would like best. However, some of this in-
formation – especially her current location – can be sensitive and must
therefore be properly protected from illegitimate access. Moreover, the
system must follow the principle of proportionality of data collection. ItProportionality

should only ask the user for information that it needs for its operation.
For example, it is not necessary for the surf spot finder to know the
user’s real name to provide the functionality described in this thesis.
While many online services collect such information to learn about
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their users and market advertising space, context-aware applications
should economize when it comes to sensitive personal information.
The DIR measure can make a contribution to a spare data collection by
reducing the set of potentially collectable information to information
that has a significant impact for the given application. There is hope
that users will become more sensitive in the future when they provide
private data for online services, as the recent discussions about privacy
issues in social networks have shown. A sparse data collection strategy
that makes it transparent why certain data are required for a service
to operate could thus become a distinctive feature for context-aware
applications.
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